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a b s t r a c t

Dynamic forces induced by humans walking change simultaneously in time and space,

being random in nature and varying considerably not only between different people but

also for a single individual who cannot repeat two identical steps. Since these important

aspects of walking forces have not been adequately researched in the past, the

corresponding lack of knowledge has reflected badly on the quality of their

mathematical models used in vibration assessments of pedestrian structures such as

footbridges, staircases and floors. To develop better force models which can be used

with more confidence in the structural design, an adequate experimental and analytical

approach must be taken to account for their complexity. This paper is the most

comprehensive review published to date, of 270 references dealing with different

experimental and analytical characterizations of human walking loading.

The source of dynamic human-induced forces is in fact in the body motion. To date,

human motion has attracted a lot of interest in many scientific branches, particularly in

medical and sports science, bioengineering, robotics, and space flight programs. Other

fields include biologists of various kinds, physiologists, anthropologists, computer

scientists (graphics and animation), human factors and ergonomists, etc. It resulted in

technologically advanced tools that can help understanding the human movement in

more detail. Therefore, in addition to traditional direct force measurements utilizing a

force plate and an instrumented treadmill, this review also introduces methods for

indirect measurement of time-varying records of walking forces via combination of

visual motion tracking (imaging) data and known body mass distribution. The review is

therefore an interdisciplinary article that bridges the gaps between biomechanics of

human gait and civil engineering dynamics.

Finally, the key reason for undertaking this review is the fact that human–structure

dynamic interaction and pedestrian synchronization when walking on more or less

perceptibly moving structures are increasingly giving serious cause for concern in

vibration serviceability design. There is a considerable uncertainty about how excessive

structural vibrations modify walking and hence affect pedestrian-induced forces,

significantly in many cases. Modelling of this delicate mechanism is one of the

challenges that the international civil structural engineering community face nowadays

and this review thus provides a step toward understanding better the problem.
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1. Introduction

Human-induced vibrations are an increasingly important serviceability and safety issue in modern structural design.
Over the past decade, there has been growing interest in the subject, since a number of newly built structures have had
difficulties in satisfying vibration serviceability criteria when occupied and dynamically excited by humans, such as
footbridges [1], grandstands [2], staircases [3] and open-plan floors [4]. The problems have been caused typically by human
occupants performing normal daily activities such as walking, running, jumping, bouncing/bobbing and dancing. The vast
majority of the reports on these problems stated that the excessive vibrations were caused by a near resonance of one or
more modes of vibration. The reason for this is that the range of natural frequencies of light and slender structures often
matches the dominant frequencies of the human-induced dynamic load [5–7]. However, excessive structural vibrations are
not necessarily resonant. For instance, in the case of high-frequency floors used to accommodate vibration sensitive
facilities, strong vibration response due to people walking typically shows a transient character [8,9]. Such response is
induced by high-frequency components of pedestrian dynamic loading generated every time the heel strikes the walking
surface [10]. Although generally stiff and massive, high-frequency floors may fail to satisfy stringent vibration serviceability
criteria imposed by presence of sensitive equipment such as medical lasers in operation theatres and precision
manufacturing facilities.

To this end, there have been numerous attempts to provide reliable and practical descriptions of pedestrian-induced
forces by measuring the contact forces between the ground and pedestrian. These are generally known as ground reaction
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forces (GRFs). Present state-of-the-art GRF measurement facilities typically comprise equipment for direct force
measurement, such as a force plate and an instrumented treadmill, mounted on rigid laboratory floor. It has been
demonstrated recently that using these measurements to calculate directly structural response under walking humans is
justifiable in the case of civil engineering structures which do not vibrate perceptibly under pedestrian-induced excitation
[11]. However, when predicting the response of perceptibly vibrating structures, it can (in the majority of cases) be
significantly overestimated yielding the predicted degree of liveliness which is unrealistic [11]. This is because the human
body is a very sensitive vibration receiver characterized by the innate ability to adapt quickly to almost any type and level
of vibration which normally occurs in nature [12]. Moreover, this effective self-adapting mechanism may trigger
pedestrians to start changing their way of walking when sensing strong structural vibrations, in order to prevent losing the
body balance. The balance control mechanism affects further GRFs [13] leading to the force patterns significantly different
from the corresponding rigid-ground measurements [14]. This interdependency between movement of pedestrians and the
vibration response of the structure whose motion is perceived is usually referred to as human–structure synchronization.
However, as noted by Sachse et al. [15], human–structure synchronization is only one small aspect of a more complex
phenomenon of human–structure dynamic interaction influencing human-induced forces. In the context of this review, the
human–structure dynamic interaction is associated not only with the forces that excite the structure, but also with the
corresponding influence of humans on the dynamic properties of the structure they occupy (i.e. modal mass, damping and
stiffness).

The issue of human–structure dynamic interaction is complicated even more by the fact that humans are characterized
by huge inter- and intra-subject diversity to induce dynamic loads on structures [16,17]. Inter-subject variability means
that differences exist between different people, whereas intra-subject variability applies to the same person performing the
same activity at different times (e.g. the difference between two subsequent steps during walking). Although the concept of
variability and uncertainty is well developed in structural dynamics disciplines such as wind, wave and earthquake
engineering, the stochastic concept is surprisingly underdeveloped in the area of human–structure dynamic interaction
where there is a considerable randomness of the key design parameters related to the human-induced dynamic loads and
structural dynamic properties. The main reason for this is the sheer complexity of the human-induced loading
accompanied by the inability of the state-of-the-art technology to provide their realistic time-varying records under a wide
range of conditions. Therefore, the way forward is an alternative experimental approach to studying pedestrian-induced
GRFs to account for their complexity.

Human motion and associated internal forces that cause this motion are in fact the key generator of human-induced
dynamic forces on structures occupied and dynamically excited by people performing activities such as walking, running,
jumping, bouncing, etc. This literature survey reveals that mechanics of human locomotion has been the subject of
comprehensive research in the biomechanical community. The heavy investment in such research has resulted in
technologically advanced motion tracking systems, such as VICON [18] and CODA [19], that can provide a different
approach to the study of human movement and assist in understanding the subject in detail. Moreover, interdisciplinary
research has become more popular over recent years, with application of these innovative technologies wherever the
human motion analysis has been concerned. Typical examples are the new generation of human gait animations, video
game design, aerospace engineering and robotics [18]. Bearing this in mind, this review aims to provide a reader, interested
in vibration serviceability problems of civil engineering structures, with a solid theoretical and practical grounding in
human movement analysis. In this way, this review forms a basis for discussion of a novel method to utilize ‘free field’
measurement of human walking forces continuously in time using motion capturing technology. Here, the free field
measurement applies the method to examine experimentally walking forces in the real world (i.e. naturally occurring
environments) rather than in a constrained laboratory setting, which was the case in vast majority of studies so far.

The literature review contains nine parts. After this foreword, Section 2 aims to introduce basic concepts and
terminology in human gait analysis. Sections 3 and 4 present an overview of the current state-of the-art experimental and
analytical characterization, respectively, of the dynamic forces induced by humans walking. Section 5 presents the
synchronization phenomenon as one of the most important attributes of the human–structure dynamic interaction.
Section 6 provides a solid grounding in the basics of techniques to study human bodies in motion. Section 7 describes how
the physical parameters of various body parts, such as segmental mass and centre of the mass, can be estimated effectively
among the human population. Section 8 integrates knowledge from previous sections to provide a methodology for indirect
measurements of the human-induced loading via combination of motion tracking data presented in Section 6 and known
mass distribution given in Section 7. Finally, Section 9 summarize the key findings of this review.
2. Basic concepts and terminology in human gait analysis

Gait analysis is a branch of biomechanics that is concerned with the study of locomotion from mechanical perspective
[20]. The study includes systematic measurement, description and assessment of quantities that are representative of
human motion [21].

Professional organizations, such as the American Academy of Orthotists and Prosthetists Gait Society [22,23] and the
North American Society of Gait and Clinical Movement Analysis [24], made first attempts to introduce and define
contemporary gait terminology commonly used among investigators. Since the target readers for this review are mainly
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civil structural engineers, who might not be familiar with such terms and phrases, this section defines terminology
essential for understanding biomechanical concepts outlined in the text. For more information, the reader is referred to
more detailed texts, such as Inman et al. [25], Perry [26], Rose and Gamble [27] and Whittle [28].

2.1. Walking and gait

Normal human walking can be defined as a gait that humans use at low speeds [28]. A less formal definition is given by
the Oxford dictionary, where the gait is defined as a ‘way of walking’. Whittle [28] emphasized that the vast majority of
investigators, including himself, tend to use the words gait and walking interchangeably. However, the word gait in the
literature normally describes the manner or style of locomotion, rather than the process of locomotion itself. Therefore,
it makes more sense to discuss difference in gait between two individuals than a difference in walking.

2.2. Gait cycle

The gait cycle is the period of time between any two nominally identical events in the walking process [22]. In this
review, the term ‘cycle duration’ or ‘cycle time’ stands for the length of time that the complete gait cycle lasts. Any event
could be marked as the beginning since the gait has to be performed in a particular sequence where cycles follow each
other continuously and smoothly. Therefore, the instant at which one foot hits the ground has been generally selected as
starting (and completing) event.

The duration of a complete gait cycle is divided into two periods: stance and swing phase (Fig. 1). For each foot, the
stance phase, also called the support or contact phase, is when the foot is on the ground. It is initiated with ‘heel strike’ and
ends with ‘toe off’ of the same foot, constituting approximately 60 percent of the gait cycle. Heel strike (also known as heel
contact) is a distinct impact between the heel and the ground at initial contact. Toe off is an event in the gait cycle when the
foot leaves the ground. The swing phase lasts from toe off to the next initial contact, constituting approximately the
remaining 40 percent of the gait cycle. It denotes the time in which the foot is off the ground, moving through the air when
all parts of the foot are in forward progression.

There is a period of time when both feet are in contact with the ground, thus right foot initial contact occurs while the
left foot is still on the ground, and vice versa (Fig. 1). This period is known as double support or double limb stance
and occurs twice in the gait cycle—at the beginning and end of the stance phase [29]. Both the initial double limb support
and the terminal double limb support take up about 10 percent of the gait cycle, or about 20 percent all together. However,
this varies with the speed of walking. The duration of double support becomes proportionally shorter as the speed
increases [30]. Finally, single support is the period of time when only one foot is in contact with the ground and when the
opposite limb is simultaneously in its swing phase.

The stance period can be further divided into five functional sub-phases occurring in the following sequences: initial
contact (IC), loading response (LR), midstance (MSt), terminal stance (TSt) and preswing (PSw). Similarly, the swing phase
Fig. 1. Gait cycle (after Inman et al. [25]).
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is broken down into three sub-phases occurring in the following order: initial swing (ISw), mid-swing (MSw) and terminal
swing (TSw). An overview of the phases of the gait cycle is given in Fig. 2. Although the PSw is the final stage of the stance,
it can be also regarded as preparatory phase for the swing period. Therefore, it is usually considered as an intermediate
phase between the stance and swing. Each of these sub-phases enables lower limbs to accomplish the three basic
functional tasks of gait: weight acceptance, single-limb support and limb advancement [26]. In the context of this review,
the functional tasks of lover limbs during walking are associated with generation of contact forces exerted by pedestrians
against the ground i.e. GRFs.

2.3. Generation of ground reaction forces

Initial contact (IC) refers to an instantaneous point in time when the foot hits the ground at the beginning of the contact
phase (Fig. 3). Abrupt transfer of body weight to the supporting structure as soon as the heel strikes the ground is the most
demanding task in the gait cycle. This causes the foot and leg to act together as shock absorbers [26]. Consequently, the
impact force is followed quickly by loading response (LR in Fig. 3). During this phase the foot is in the full contact with the
surface and vertical GRF increases to the first maximum F1 (Fig. 3). Descending the peak of the vertical force–time history
reveals the period of midstance (MSt). During midstance the opposite foot is in the mid-swing phase (MSw), so all the body
weight is supported by the stance limb alone. It is the period when the foot and relatively straight leg provide a stable
platform to vaults over the rest of the body, like an inverted pendulum [29]. It begins when the opposite foot leaves the
ground (previously defined as toe off) and continues until body weight is aligned over the ankle, just before heel rise. Heel
rise, also known as heel off, is a phase when the heel lifts away from the supporting surface, so the GRF starts increasing
once again. The ascending second peak (F3) of the vertical ground reaction pattern refers to the period of terminal stance
(TSt). It begins with heel rise and continues until opposite foot strikes the ground. Finally, the vertical force pattern starts
descending to zero in parallel with the preswing (PS) phase and drops to zero at the end of toe off (TO) phase (Fig. 3).

During limb advancement, the stance limb leaves the ground and swings through the air while passing forward ready
for the next initial contact. Since swing limb is in the aerial phase, it will affect the GRF indirectly through acceleration of its
mass [31]. Section 8 illustrates how this information can be used to provide indirect measurements of human-induced
loading on civil engineering structures.

2.4. Spatial and temporal parameters of gait

Parameters used in gait analysis and related to time and space are known as temporal and spatial parameters,
respectively. Sometimes, both terms are referred together as time–distance parameters. Typically measured spatial
parameters are stride length, step length, and step width, while temporal parameters commonly in use are walking speed
and cadence (also known as step frequency).



ARTICLE IN PRESS

V. Racic et al. / Journal of Sound and Vibration 326 (2009) 1–496
Stride length is a distance between two successive placements of the same foot in direction of progression during one
gait cycle. It is commonly studied as the distance from heel strike of one foot to heel strike of the same foot (Fig. 4). Since
stride length is sometimes referred to as cycle length, stride period is actually the same as previously defined the cycle
duration or cycle time.

Stride length consists of two step lengths, left and right. Therefore, the step length is the distance between the feet in
direction of progression during one step. It is usually measured between two consecutive heel strikes (Fig. 4).

Step width, also known as the stride width, walking base or base of support, is side-to-side distance between the paths
taken by the two feet. It is commonly measured at the mid-point of the heels (Fig. 4).

Cadence denotes the number of steps taken in a given time, commonly expressed in steps per minute. In biomechanics,
natural or free cadence describes a self selected walking rhythm. Since measurement in steps per minute has not been in
accordance with the SI (Sistemé International) units, there is a tendency to replace cadence entirely by the cycle time
expressed in seconds. Civil engineers instead of cadence prefer to use the terms pacing rate, and step or walking frequency
expressed in Hz.

Walking speed is the rate of motion typically measured in metres per second and is a scalar quantity. When coupled
with the information on the direction of walking, a term walking velocity is used [28]. The term free-walking speed
describes the normal self-selected walking speed [32]. Moreover, fast walking refers to increased free walking speed. On
the other hand, slow walking refers to speeds below the self-selected speed.
2.5. Human motion in 3D space

Descriptions of human motion in space and the relationships between different parts of the body are associated with
the standardized anatomical position (Fig. 5), in which a person is standing upright with the feet together and the arms by
the side of the body, with the palms facing forward [28].
Fig. 4. Spatial parameters of gait (after Vaughan et al. [237]).
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Right

Left

Inferior

Sagital plane

Superior
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Fig. 5. Anatomical position with three reference planes and six fundamental directions (after Whittle [28]).
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When in the anatomical position, the body can be divided by three naturally imposed reference planes, as illustrated in
Fig. 5. A sagittal section is any plane corresponding to a side view. Moreover, a midsagittal or median plane divides body
into right and left halves. Similarly, the frontal plane, also called the coronal plane, divides a body into front and back
portions. A plane which divides a body into upper and lower portions is known as the transverse plane.

Six terms are used to describe the six direction of movement relatively to the body centre (Fig. 5): anterior, posterior,
superior, inferior, right and left.

Similarly, four terms are used to explain relations within a single part of the body. ‘Medial’ defines positions towards,
whereas lateral defines positions away from the midsagittal plane. For example, the big toe is on the medial side of the foot
and the little toe is on the lateral side of the foot [28]. Proximal means closer to torso (e.g. the shoulder is the proximal part
of the arm). Distal denotes further away from the torso (e.g. the elbow is the distal part of the arm). In this way, each body
part can be defined with a proximal and distal end.
3. Kinetics

Kinetics is the study of forces that cause motion of objects and systems [28,33]. When investigating issues such as the
human–structure dynamic interaction, civil structural engineers are particularly interested in the GRFs. From the civil
engineering point of view, these are the forces with which humans dynamically excite structures. On the other hand, equal
in magnitude but opposite in direction forces act externally on human bodies. For human movement, biomechanics
consider GRFs arguably as the most significant external forces acting on human bodies, which cause the initiation and
modification of the movement of the body parts and thus of the whole body [34]. In this context, valuable biomechanical
knowledge about kinetics of human motion can contribute significantly to better understanding of the human-induced
forces on civil engineering structures.

This section includes discussions of qualitative and quantitative analysis of GRFs through both biomechanical and civil
engineering studies. The qualitative analysis provides a detailed description of GRFs, whereas the quantitative analysis
refers to technology and procedures for the force data collection.
3.1. Direct force measurements

Early attempts at measuring the load distribution under the feet were mainly qualitative. Beely [35] analysed
impressions of feet in plaster during standing, whereas Morton [36] used a kinetograph (an inked fabric and a layer of
paper) to display pressure patterns during walking. Inspired by the work of Marey [37] and Amar [38], Fenn [39] invented
the first mechanical force plate which could measure walking forces in only anterior–posterior direction. Modern force
plates are electronic and, in addition to mechanical, can record amplitudes of the three-component GRF as a subject steps
onto the plate during locomotion [40]. Typical shapes of vertical, medial–lateral and anterior posterior projections of
walking force vector due to a single footstep are presented in Fig. 6.

One of the first measurements of pedestrian-induced loading by means of a force plate was conducted by Harper et al.
[41] with the aim to investigate the friction and slipperiness of a floor surface. Similar single-step force measurements were
carried out by other researchers such as Galbraith and Barton [42], Ohlsson [43] and Kerr [44]. Concerning the effect of the
contact forces on structures, a comprehensive research relevant to footbridge dynamic excitation was conducted by
Wheeler [45] who systematized the work of other researchers related to different modes of human moving from slow
walking to running (Fig. 7). He presented dependence of many gait parameters defined in Section 2, such as step length,
walking velocity, contact time and peak force as functions of the walking frequency (Fig. 8). Wheeler also noted
considerable inter-subject variation of all these parameters. This issue will be discussed more in Section 3.5.

Much research into walking forces has been in the domain of biomechanics as GRF patterns provide useful diagnostics
in medical and sports applications [25,26,46]. For this purpose, GRF patterns in all three directions can be characterized by
nine distinct points on the force time histories ðF12F9Þ, also called force parameters, and their chronological incidences of
occurrence ðT12T9Þ, as illustrated in Fig. 6. To allow comparison between different individuals, these parameters should be
normalized with respect to body weight, and their durations expressed as percentages of the stance phase [47]. Although
the mathematical criterion for finding extreme values is applied to determine the force parameters, each point has a
physical interpretation in the gait cycle. As explained in Section 2.3, parameters F1 and F3 correspond to the absolute
maximum force during weight acceptance and push-off phase, respectively, and F2 refers to the absolute minimum force
recorded during the midstance.

Every time the heel hits the ground, a transient impulsive load beneath the foot, generally referred to as a ‘shock-wave’,
is seen as a short spike superimposed on the upslope of the GRF [10], as shown in Fig. 9. Often in gait analysis this peak in
vertical GRF pattern is not seen due to low-pass filtering or a small sampling rate [48]. Keeping in mind that this force spike
typically lasts 10–20 ms, the sampling rate needs to be high enough (at least 1000 Hz) to record the actual GRF waveform
accurately. The magnitude of this impulse typically varies from 0.5 to 1.25 times body weight (BW) and has energy in the
frequency range from 10 to 75 Hz [49]. In general, the peak depends on the walking speed, angle at which the foot meets
the ground, type of footwear, mechanical properties of the ground surface and even mood of test subject [10]. Since the
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magnitude of heel impact can be significant, its broad frequency content may certainly affect vibration serviceability of
high frequency floors [8,9].

As interest in the research of human-induced excitation broadened, measurements of individual step forces were
followed by more advanced assessments of continuous walking time histories comprising several consecutive steps. For
this purpose Blanchard et al. [50] designed a ‘gait machine’, whereas Rainer et al. [51] used a continuously measured
reaction of a floor strip having known its dynamic properties. More recently, Gard et al. [52] used six individual force plates
arranged along the short walkway as illustrated in Fig. 10, which enabled a minimum of three foot strikes (i.e. one stride) to
be captured at the fastest walking speeds. However, the assessment of GRF data using floor-mounted force plates is usually
time consuming and not best representing the reality. This is because the subjects must control and target their footsteps to
land at particular locations so as to allow adequate recordings. This usually means to step only by one foot onto each
individual plate [53]. As a result, targeting can affect ability to walk naturally and therefore alter GRF patterns [26]. The
multi-unit arrangement also requires considerable laboratory space.

One solution to overcome these drawbacks is to use an instrumented force measuring treadmill (IFMT). It requires less
laboratory space and enables quick collection of GRFs during a large number of successive cycles and over a wide range of
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Fig. 10. A combination of six force plates, numbered 1–6, arranged along the walkway to measure several consecutive footsteps (after Grad et al. [52]).
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steady-state gait speeds [53]. With such a system, even high-speed running studies can be carried out in very small
laboratories [54]. Various designs for IFMT were proposed including mounting a single force plate inside a treadmill
[54,55], building a treadmill around multi-plate system [56,57], and mounting a treadmill on top of multiple force
transducers [58,59].

Notwithstanding a number of advantages, the treadmill technology has several shortcomings. Although there is no
theoretical difference in the physics of treadmill and overground locomotion [60], some experimental studies reported
discrepancies between overground and by treadmill measured GRFs [61], as well as with temporal and spatial parameters
of gait such as step length and step frequency [62]. In general, treadmill locomotion was found to be less variable [61,62].
The reason for this is constrained speed of movement, controlled by the rotation of the treadmill belt, as opposed to the
overground locomotion when the gait speed has no similar control [63]. Interestingly, Van de Putte et al. [64] reported that
these differences vanished after only 10 min of practice of treadmill walking by inexperienced treadmill users. The reports
on continuous walking forces measured by means of an instrumented treadmill for an application in the civil engineering
context are, however, rare and generally incomplete. The most comprehensive data set to-date was collected and presented
by Brownjohn et al. [16] to analyse the effect of the force random imperfections on structural response. Unfortunately, their
treadmill could measure only vertical GRFs.

Using their advanced treadmill design [57], Riley et al. [65] performed recently a series of experiments to permit more
accurate comparisons between treadmill versus overground walking. Contrary to the common belief, they reported that
analysis of gait using their treadmill was functionally equivalent to evaluating overground gait. Although it was possible to
detect subtle differences in kinematics and kinetics, such differences were generally within the normal variability of the
gait and force parameters (see Section 3.5). Differences in the medial–lateral GRF component were attributed to a
constraint on foot placement imposed by the narrow treadmill belts, whereas in the anterior–posterior direction
discrepancies were associated to small changes in the belt speed. The same authors thereupon emphasized that
maintenance of constant belt speed is crucial for reliability of experimental data of this kind.

Other direct methods used by biomechanics researchers to recover GRFs include pressure insoles or instrumented shoes
[66,67]. For a subject in locomotion, a number of force sensors fixed to the sole inside a shoe can measure the pressure
distributed over a contact area between the shoe’s sole and feet at any time during stance phase [40]. A typical shape of
the pressure distribution for a subject running is given in Fig. 11. Amplitude of GRF can thus be calculated as area integral
of the distributed pressure. Typically, only vertical GRF is reported [68], although several researchers proposed algorithms
to determine horizontal forces having measured the vertical pressure distribution [66,67]. The main advantage of pressure
insoles is the ability to record GRFs for consecutive steps without imposing constraints on foot placement, such as targeting
the footsteps in the case of a force plate or constrained walking speed in the case of a treadmill. However, when compared
with a force plate and treadmill data, pressure insoles data universally lack accuracy [69]. To the best knowledge of the
authors of this review, the only attempt ever made involving pressure insoles in civil engineering context to measure
pedestrian dynamic loads was made during the Millennium Bridge investigation. Unfortunately, it was never publicized in
more detail, so it is not clear how successful it was.

For the case of multiple pedestrians, Eriksson [70] tried to measure indirectly the effect of a group of people during
walking on low-frequency floors by measuring response of a structure with known dynamic properties. Similarly, Pimentel
[71] estimated walking forces due to three uncorrelated people on two lively footbridges in the UK, whereas Fujino et al.
[72], Dallard et al. [73] and Dziuba et al. [74] did the same analysis for a pedestrian crowd on the T-bridge in Tokyo, the
Millennium Bridge in London and Solferino Bridge in Paris, respectively. Nevertheless, because of difficulties in practical
implementation, the procedure has not been further developed. The only known attempt to measure physically dynamic
loads from more realistic larger groups of pedestrians walking together was by Ebrahimpour et al. [75,76] who used no
more than four test subjects in experiments.

The measured continuous force patterns were invariably near-periodic, indicating their narrow-band nature [16].
However, to simplify analysis and utilization of the measured force–time histories, individual foot-fall traces were often in
the past assumed to be identical. This implies that the forces due to continuous walking can be obtained as a succession of
these identical single foot traces, resulting in periodic force–time history as illustrated in Fig. 12. However, only by chance a
single footfall trial can represent an average performance, but it also might be atypical [77].
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Here, it should be noticed that the period of medial–lateral force is two times longer than its vertical and
anterior–posterior counterparts (Fig. 12). This is because a body makes one full up-and-down cycle during one stride and it
takes two strides to make one full left-and-right cycle.

Apart from the lack of the original time-varying force data, the vast majority of studies mentioned so far were carried
out using very limited samples of pedestrians and therefore have limited statistical reliability. Recent examples of good
quality data indicating clear randomness in the gait parameters data were presented by Pachi and Ji [78], Sahnaci
and Kasperski [79], and Zivanovic et al. [80]. Stochastic nature of human walking forces will be discussed in Section 3.5.
3.2. Forces induced on stairs and inclined surfaces

Although the majority of researchers in human-induced forces have investigated GRFs during level walking, only a few
studies reported GRF measurements while ascending and descending stairs [44,81–84]. Riener et al. [85] developed a
unique instrumented staircase design that allowed collection of three-component GRF data for multiple steps at different
staircase inclination. The characteristic double-wave shape of vertical GRF curve was found to change slightly from level
walking to climbing the stair, but significantly during the stair descent (Fig. 13). In the latter case, the first maximum
produced at the beginning of the loading response (F1 in Fig. 6) was dominant while the second peak (F3 in Fig. 6) often was
not present [85]. The influence of staircase inclination was, however, relatively small. These findings have been later
confirmed in a similar study by Stacoff et al. [86]. When compared with level walking, the amplitudes of the
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Fig. 13. GRF during accent and descent at minimum, normal and maximum inclinations and during level walking averaged over 10 subjects. Curves are

normalized to 100 percent of stance time and force amplitudes to body weight (after Riener et al. [85]).
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anterior–posterior forces were considerably smaller during stair walking (Fig. 13). Conversely, forces in medial–lateral
direction exhibited higher amplitudes during stair descent, and only slight changes during stair accent.

Further, Stacoff et al. [86] found age to be an important factor which should be considered when analysing human
loading on staircases. In his experiments the young age group walked faster and produced larger vertical GRF maxima
during level walking and on stair ascent than the middle and old age group.

Studies on slope walking reported that GRF pattern during ascent and descent preserved most of the features observed
during level walking. However, surface inclination affected significantly amplitudes of the force parameters in Fig. 6
[87,88]. These changes were unlike those for ascending and descending stairs previously discussed [44,81–84]. When
compared with level walking, the magnitude of the first peak in the vertical direction (F1 in Fig. 6) increased as the angle
of incline increased for both up and down walking [88]. There was little change in the magnitude of the second peak
(F3 in Fig. 6) while walking downhill, but there was a significant increase while walking uphill. Medial–lateral force
amplitudes were considerably higher for inclined surfaces. When compared with the changes in the other two directions,
the anterior–posterior component increased most markedly from the horizontal to slope walking. This was independent
from walking direction and walkway inclination. The higher force magnitudes parallel to the direction of walking may be
perhaps attributed to the friction of the shoe-ground interface needed to prevent slipping [88].
3.3. Forces induced on flexible structures

All measurements of the walking forces mentioned so far were obtained on rigid surfaces, such as a floor-mounted force
plate, the gait machine or an instrumented treadmill. To study lateral pedestrian loads on perceptibly moving footbridges,
Pizzimenti and Ricciardelli [89] used an instrumented treadmill device vibrating in the lateral direction with prescribed
amplitude and frequency. Similarly, in his doctoral thesis Rönnquist [90] measured lateral walking forces induced by people
walking across a suspended platform. Both studies observed that the amplitude of the horizontal walking force remained
unchanged in the case of small vibration amplitude, indicating weak interaction between pedestrian and the structure.
However, for larger amplitudes of vibration, they observed that when the frequency of lateral vibrations of the structure
approached the pacing rate, much stronger interaction took place. Thereupon, amplitudes of the horizontal walking
force increased. Unfortunately, current understanding of the human–structure dynamic interaction phenomenon is
insufficient to clarify the issue. More examples of actual measurements of lateral walking forces generated on slender
structures prone to human-induced vibrations will be given later in Section 5.

Experimental studies on the vertical walking forces induced on flexible structures are very rare and limited. However,
McMahon and Greene [91] investigated the effect of surface stiffness on mechanics of running. Their work showed that
decrease in surface stiffness resulted in decrease in a runner’s metabolic rate and decrease in the vertical GRF, but without
affecting running support mechanics. These results indicated that flexible surfaces enhanced a runner’s performance, hence
made running easier. On the other hand, observations of pedestrian behaviour while crossing real full-scaled footbridges
suggested that perceptible vertical movements of the deck made walking very difficult [11,71]. However, this suggestion
was made without much justification. Yao et al. [92] also found it impossible to jump at (or very near) the natural
frequency of a structure that moves significantly. As the human-induced vibrations increased, feet–structure contact time
simultaneously increased, so the body motion became more bouncing-like than jumping. Moreover, the directly measured
force magnitude experienced a drop around the regions in which significant resonant, or near resonant, excitation
occurred. Biomechanical research on jumping provided a further proof of higher human-induced forces on stiffer structures
[93]. However, similar tests on the vertical walking force are not known. Alternatively, Ohlsson [43] was interested more in
the frequency content than in the exact time history of the pedestrian loading. He compared the spectra of vertical walking
forces measured on a rigid surface and measured on a flexible timber floor. The force amplitude spectra reduced
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significantly around the natural frequency of the structure, showing the same feature as the time history of resonant
jumping force reported by Yao et al. [92]. This significant drop in the force amplitude might have also been caused by the
human–structure dynamic interaction, however, no evidence was presented to support this idea.

3.4. Ground reaction forces under various conditions

Numerous studies have demonstrated the complex nature of human-induced dynamic forces and their dependence of
many external factors, such as a subject body mass [94], mechanical properties of surface [95], foot-ground contact area
and foot landing position [96], texture and stiffness of footwear [97–99], gait style [100], and variations in the temporal and
spatial parameters of gait [101]. Of the many factors that influence GRF, gait speed was the central focus of many
investigations [102,103]. For instance, Galbraith and Barton [42] measured a single step vertical force on a floor-mounted
force plate, ranging from slow walking to running. GRF records showed that the shape of running force had one peak and
therefore differed from the characteristic double-peak shape of the walking force (Fig. 14). They also noticed that increasing
subject weight and step frequency led to higher peak amplitudes of the force. However, the force was not dependant on
type of the footwear and walking surface. Further, Galbraith and Barton [42] shifted individual foot forces in time, assumed
to be identical, to obtain artificially continuous walking or running force–time history (Fig. 14). As explained in Section 2.2,
during double support phase, walking forces under the left and right foot overlap (Fig. 14-right). On the other hand, when
increasing walking speed, the double support period steadily decreases and finally disappears when the subject starts
jogging or running (Fig. 14-left). As a result, the load–time record changes into a series of single-peak pulses in quick
succession, separated by zero-force periods which correspond to the aerial (i.e. ‘flying’) phase.

Although all mentioned studies claimed consistently that the amplitude of the vertical GRF increases for greater gait
speed, they were generally limited to a narrow range of examined walking or running speeds and/or small number of male
subjects. Conversely, Keller et al. [104] made an exception and collected over 1100 vertical GRF–time histories for walking,
slow jogging and running over a wide range of speeds from 1.5 to 8 m/s. The results of this study on 13 men and 10 women
indicated that the maximum vertical GRF (Fz) increased linearly with gait speed up to about 3.5 m/s (Fig. 15), which is
approximately 60 percent of the subjects’ maximum speed [104]. Moreover, they developed a linear regression equation for
Fz normalized by body weight and expressed as a function of walking and running speed v (m/s) over the range of
1.5–3.5 m/s:

Fz ¼ 0:614vþ 0:208 (1)

At higher walking speeds ðv43:5 m=sÞ, maximum vertical forces were constant at approximately 2.5 times body weight.
Male and female subjects had similar values for the Fz at all the speeds examined (Fig. 15), so the linear regression was
established for both groups together. Moreover, slow jogging, characterized by more bouncy running style, produced
vertical forces as much as 1.6 times greater than normal walking at the same speed or running at higher speeds [104]. Gait
style, therefore, appears to be a particularly important determinant of the peak amplitude of vertical GRF.

Due to the intra-subject variability, the walking force parameters (Fig. 6) are not constants but fluctuate with time and
change from one stride to the next [16]. Following section therefore reviews studies on the appropriate number of trials
(i.e. records) to establish a stable mean and reliability of these parameters.

3.5. Variability and stability of ground reaction forces

By the very nature of human beings who come in all shape and sizes, variability is associated with all types of human
activities across repeated trials, such as walking, running, bouncing/bobbing and jumping [105]. Broadly speaking, the
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Fig. 14. 3D vertical GRF patterns for walking and running (after Galbraith and Barton [42]).
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Fig. 15. Vertical GRF patterns as function of gait speed, expressed in percent of stance time (after Keller et al. [104]).
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study of walking force variability is the analysis of fluctuations in GRF parameters, such as peak amplitudes and timing
[106]. On the other hand, the study of stability of a force variable examines the repeatability of that variable across multiple
trials i.e. observed performances over time [77]. Finally, the degree of the stability and consistency of data measured is
usually referred to as reliability [103].

Past investigators have used a number of methods to quantify and report on the variability, stability and reliability of the
gait data both within a single day and between several days [58,107–109], and for consecutive [58,109] and non-
consecutive trials [107,108]. Because of its simplicity, a coefficient of variation CoV (standard deviation divided by mean) is
widely accepted in the biomechanical community when estimating variability of GRF data. A value for the CoV of o12.5
percent is usually considered as acceptable level of variability for experimental data of this type [110]. Some researchers
[111] prefer a more conservative value of 10 percent. However, the CoV cannot separate the contribution of two or more
factors to the variability in GRFs, such as pacing rates and force peak amplitudes. To accomplish this, n-way ANOVA
statistical analysis can be used [112], where n represents the number of the factors. On the other hand, stability of a force
variable (also called repeatability) can be evaluated using test–retest reliability methods, such as the sequential averaging
technique [103] and a more traditional intra-class correlation [113].

The repeatability of a variable across trials influences the stability of the mean value of the group of trials. When the
mean value is not stable, both the reliability of the mean and its ability to represent a more generalized performance
are limited [77]. The number of trials obtained from an individual in an experiment is thought to influence stability of
the mean [114] and therefore is an important methodological consideration in the design of walking loading experiments.
The next two sections review this subject in more detail.
3.5.1. Force plate measurements

In the case of force plate measurements, GRF data assessment typically requires a subject to step on a force plate whilst
walking, providing only a single footfall record [115]. There is thus concern regarding the ability of a force plate to detect
natural variability of human-induced forces and represent the individual’s long-term performance [77]. Greater gait
variability results in greater likelihood of sampling an atypical GRF pattern from the population of all possible patterns.
Except for unique circumstances (e.g. a single trial is the subject of interest) several trials are thought to provide a more
stable and representative mean value [77]. A sample size must be large enough to estimate reliably the subject’s
true performance within acceptable limits [105]. While increasing the number of trials is commonly thought to increase
performance stability [114], there is a question of how many trials are necessary to provide stable data [109]. Previous
investigations of the variability suggested the use of a mean value calculated from three trials per block [110] to 20 trials
per block [102]. Winter [107] estimated the variability of the vertical and anterior–posterior force components for a test
subject over three days. The CoV over nine trials was 7 and 20 percent for the vertical and anterior–posterior force,
respectively. Kadaba et al. [108] assessed 40 adult subjects walking at self-selected speeds and tested three times on each of
three separate days. They showed that the vertical and anterior–posterior reaction force were more repeatable than the
medial–lateral force. In a comprehensive study of 20 subjects (10 males and 10 females), Hamill and McNiven [103]
examined reliability and stability of the walking force parameters (Fig. 6) over 20 trials carried out during a single and over
several days. They found that an adequate protocol for the investigation of GRF parameters during walking should include
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at least 10 trials per block of measurements with several preliminary trials prior to the actual data collection. The lack of
statistically significant differences between blocks carried out on the same day or on different days indicated intraday and
interday consistency of the GRF data. Therefore, the GRF parameters may be collected at different times during one day or
over several days and remain stable. By comparison, De Vita and Bates [105] revealed that tests may have to be repeated 25
times to ensure reproducibility of running forces, whereas Rodano and Squadrone [116] stated that at least 12 trials are
needed to establish stable data in jumping.

Using harmonic analysis, Giakas and Baltzopoulos [111] showed that frequency content of walking loading measured
over 10 trials has acceptable limits of variability. CoV for all amplitudes in the force spectra was o10 percent. Their results
in the time domain were generally in agreement with the studies mentioned above, but they observed less variation in the
medial–lateral force. However, different studies have used either different criteria or different methods for determining
stability of GRF data, making comparisons between studies difficult.

Finally, Grabiner et al. [117] investigated the effect of visual guidance on GRF variability and reported some unexpected
results. They observed that targeting the force plate does not reflect on the GRF variability, although it can alter the overall
GRF pattern as shown previously in Section 3.1.
3.5.2. Instrumented treadmill measurements

Compared to a single force plate, treadmill technology allows analysis of stride-to-stride variations for many
consecutive cycles over a long period of time. The test protocol usually requires 1 or 2 min of walking measurements
depending on the aims of the experiment. Typically between 20 and 120 successful steps can be recorded, making any
statistical comparison powerful [118]. In the study by Riley et al. [65], test subjects were first allowed to adjust themselves
to the treadmill walking and then only 30 s trials were captured. However, this protocol was repeated three times for each
subject in order to assess the repeatability of measurements. Moreover, each of the 26 participants considered themselves
to be experienced treadmill users. As already mentioned in Section 3.1, for inexperienced test subjects a maximum 10 min
‘warm-up’ is enough for pre-test habituation to treadmill walking [64]. For running speeds, Belli et al. [58] reported that
treadmill measurements should be performed on at least 32–64 consecutive steps, which corresponds to about 15–20 s of
running necessary to reach a stable mean data.

There are few studies that have addressed the minimization of variability in the spatial and temporal parameters of gait.
This is generally known as optimization [119]. Yamasaki et al. [120] reported that the variability of step length was
minimum at the self-selected (also called usual, preferable or comfortable) walking speeds during the treadmill
locomotion. The same result was later confirmed by Sekiya et al. [121] who studied over-ground walking. However, similar
research on human-induced loading is found to be quite limited. Masani et al. [122] found a speed dependency for GRF
variability during treadmill walking in relation to different constant speeds. For vertical (Fz) and medial–lateral direction
(Fx), there was an increasing trend in variability with increasing the speed from 3 to 8 km/h (Fig. 16). On the other hand,
Fig. 16. Qualitative visualization of GRF variability. Twenty GRF curves from one subject for right leg at three different speeds are superimposed on each

graph. Numbers near each peak indicate the coefficient of variation (CV) in percent for corresponding force parameter (after Masani et al. [122]).
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there was a speed at which the variability of GRF was minimum for anterior–posterior direction (Fy). It is interesting to note
that this minimum variability speed was in the range of 5.5–5.8 km/h, i.e. within the limits of the usual self-selected
walking speeds [120,123,124]. Moreover, this result is similar to those of previous studies which revealed that the self-
selected speeds are optimal in terms of energy consumption of walking [120,125]. This optimization phenomenon thus
suggests that humans unconsciously choose the energetically most efficient walking speed (i.e. for which minimum energy
is expended), and that at this speed gait data is most stable [122].

4. Modelling of human walking force

In order to satisfy specified vibration serviceability criteria under footfall excitation it is crucial to predict (as accurately
as possible) at the design stage how a structure will vibrate when occupied and dynamically excited by pedestrians.
Accuracy of prediction relies mostly on adequate mathematical representation of human-induced loading. In general, two
types of mathematical models have been proposed to date: time- and frequency-domain force models. These will be
described in the next two sections. The last section then critically reviews design codes and guidelines dealing with
walking loads.

4.1. Time-domain force models

In general, there are two types of time-domain models: deterministic and probabilistic. The former takes no account of
random variation among human population and therefore suggests a uniform walking force model for each individual
pedestrian. The latter type considers all people as individuals with distinctive gait parameters which influence human-
induced forces, such as the body weight, step frequency, etc. Therefore, there is a need for taking into account these natural
diversities (i.e. inter-subject variability) via their probabilities of occurrence, best described via their probability density
functions.

4.1.1. Deterministic force models

The ratio between the pedestrian pacing rate and natural frequencies of a structure is a key design parameter in
determining the extent to which the structure vibrates when occupied and dynamically excited by humans walking [126].
Based on many years of expertise in field testing of structures subjected to moving people, a number of researchers have
distinguished between so-called ‘low-’ and ‘high-frequency’ structural responses [126,127]. The former occurs typically if a
vibrating structure has energy in the frequency range below approximately 10 Hz. Therefore, if the natural frequencies are
close to the pacing rate (for normal humans between 1.5 and 2.5 Hz according to Kerr [44]), the vibration generated by one
footfall is reinforced by the response to following footfalls leading to a build-up of resonance. Resonant vibration can also
be developed in structures having the natural frequencies that are an integer multiple of the pacing rate, known as the
harmonics of the walking force [131]. Open-plan floors, staircases and footbridges are generally low frequency structures.
On the other hand, if the natural frequencies of a structure are high compared to the pacing rate (approximately 10 Hz or
higher) then the vibration generated is a transient impulsive response to each following heel strike [128]. Rather than
shoving a resonant build-up, the transient response is characterized by decaying amplitudes after separate footfalls. The
rate of decay is determined by the structural damping. Facilities designed to accommodate vibration sensitive equipment,
such as laboratories and operating theatres, must have high natural frequencies to avoid generating resonant vibrations.

The difference in the nature of resonant and transient vibration responses led further to the need for two conceptually
distinct walking force models for low- and high-frequency structures [128]. These will be elaborated in the next two
sections. However, this distinction is created artificially since there is so far no uniform walking force model, which can
generate both resonant build-up and transient decay.

4.1.1.1. Force models for low-frequency structures. Walking forces on low-frequency structures might depend on how a
structure responds to pedestrians and the pedestrians in turn respond to the structure they occupy and dynamically excite.
In Section 3.3 this has been defined as one aspect of the human–structure dynamic interaction. However, models presented
in this section are all obtained from walking force measurements conducted on various forms of rigid surface, such as a
built-in force plate on stiff ground. This leaves a possibility that they might not be appropriate for vibration assessment of
low-frequency structures that move perceptibly under pedestrian action. For example, Baumann and Bachmann [129]
reported that vertical walking load was up to 10 percent higher if measured on stiff ground in comparison to measurements
on a flexible pre-stressed concrete beam. Similarly, Pimentel [71] showed that in the case of flexible footbridges walking
forces were considerably lower than those previously reported on solid surfaces. Walking force models which account for
the human–structure dynamic interaction will be reviewed in Section 5.

Under the assumption that an individual generates identical and therefore perfectly repeatable footfalls with the
period T, the vertical walking force Fp(t) can be represented in time domain as a sum of Fourier harmonic
components [130]:

FpðtÞ ¼ Gþ
Xn

i¼1

Gli sinð2pf pt � fiÞ (2)
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where G is the subject’s static weight (N), i the order number of the harmonic, n the total number of contributing
harmonics, li the Fourier coefficient of the ith harmonic generally known as dynamic loading factor (DLF), fp the activity
rate (Hz) and ji the phase shift of the i-th harmonic (rad).

DLFs have been reported in a number of publications [44,131] and incorporated worldwide into contemporary design
guidelines on vibration performance of civil engineering structures when subjected to pedestrian movement [9,132].
One of the first such guidelines was published by Blanchard et al. [50] who proposed a simple walking force model relevant
to footbridge dynamic excitation. The model describes a single pedestrian loading as a sinusoidal force assumed to be in
resonance with the first vertical vibration mode of the structure. For footbridges with a vertical fundamental frequency up
to 4 Hz, the resonance would be developed due to the first harmonic with DLF equal to 0.257 and pedestrian weight
G ¼ 700 N. However, for fundamental frequencies between 4 and 5 Hz it was assumed that this frequency range could not
be excited by the first harmonic of walking force, so some reduction in the DLF was applied to account for the lower
amplitude of the second harmonic.

Bachmann and Ammann [7] went further and reported values of the first five harmonics for the vertical, and
several harmonics and sub-harmonics for medial–lateral and anterior–posterior walking force (Fig. 17). The same
authors pointed out that dynamic-induced load was primarily determined by the pacing frequency. They quoted an
example for a subject walking at 2 Hz producing vertical dynamic loading 37 percent of static weight for dominant first
harmonic. They also reported that the first and third harmonics (at 1 and 3 Hz, respectively) were dominant in the
medial–lateral direction, whereas the first and the second harmonic (at 2 and 4 Hz, respectively) were the most significant
in the case of longitudinal force. Interestingly, in the lateral case they found that third harmonic for some pedestrians might
exceed the fundamental in amplitude. An extended discussion on more recent research on lateral pedestrian excitation will
continue in Section 5.

As the scope of the research in human-induced excitation broadened to include different modes of locomotion, Rainer
et al. [51] conducted a study designed to provide measurement and analysis of continuous force due to a single-person
walking, running and jumping. It was confirmed that DLFs strongly depend on the frequency of the activity. The maximum
dynamic loads for walking were found to be nearly twice as large as those recommended previously by current design
codes [133,134]. The same authors suggested that the loading function should include up to four harmonic components
with frequencies of integer multiplies of the pacing rate and decreasing amplitudes for the higher harmonics (Fig. 18).
Unfortunately, the study included only three test subjects and therefore lacks statistical rigour.

Probably the most comprehensive research to date relevant to walking forces was carried out by Kerr [44] as a part of his
doctoral thesis. He collected approximately 1000 vertical GRF records of a single footfall force. These were generated by
40 individuals as they walked over a force plate making a single step on it. All trials covered a range of walking frequencies
from a very slow 1 Hz to a very fast 3 Hz. Kerr reported large scatter in the DLF values and only the first harmonic (out of the
four considered) showed a clear trend to increase with increasing the step rate (Fig. 19). This work created currently the
most comprehensive database on pedestrian loading available worldwide, however, apart from the limited number of test
subjects, the key problem with this data set is that it cannot represent the variability of real walking between subsequent
steps of the same pedestrian during one walking exercise (i.e. intra-subject variability).

Young [131] carried out a further study to develop more accurate design guidelines on pedestrian-induced vibrations of
civil engineering structures such as floors and footbridges. He systematized data published by Kerr [44] and others (Fig. 20)
and proposed DLFs for the first four harmonics of walking force as a function of pacing rate assumed to be in the range of
1–2.8 Hz. This assumption was supported by the fact that walking frequencies out of the given range would be physically
meaningless i.e. they would be either too slow or too fast, hence hardly likely to happen in reality. Design values were
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presented as regression equations [131]:

a1 ¼ 0:41ðf � 0:95Þp0:56 f ¼ 122:8 Hz

a2 ¼ 0:069þ 0:056f f ¼ 225:6 Hz

a3 ¼ 0:033þ 0:0064f f ¼ 328:4 Hz

a4 ¼ 0:013þ 0:0065f f ¼ 4211:2 Hz

(3)

where f is the frequency of an appropriate harmonic. These values were selected so that there is 25 percent chance of them
being exceeded, assuming that they represent entire population. This is a rudimentary attempt, probably the first of its
kind, to take into account the stochastic nature of pedestrian excitation.

The overview of DLFs for vertical footfall loading reported by different authors (Table 1) is given in a comprehensive
literature review by Zivanovic et al. [1] related to vibration serviceability of footbridges under human-induced excitation.

Similar studies on groups of walking people are rare. Ellis [135,136] measured the structural response (i.e. acceleration)
induced by individuals and groups of up to 32 people walking across a floor structure. Although there was a significant
difference in acceleration levels for resonant and off resonant loading for individuals, this was not always the case for the
larger groups. Ellis also noticed that any given group size walking at a controlled pacing rate to generate resonance did not
always produce the largest response. Moreover, the DLFs of the group loads decrease with increasing group size, with the
rate of attenuation being greater for the higher harmonics. Earlier, Pernica [137] reported similar results for a wide range of
activities. He observed that individuals performing walking, running and jumping in groups generated on average lower
DLFs than when acting alone. This supported the work on jumping forces by Rainer et al. [51] who reported that the
reduction in dynamic loading for groups of people was greater for the higher harmonics, while the DLF for the fundamental
harmonic remained approximately the same.
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All mentioned studies clearly indicate that people acting in a group cannot achieve perfect synchronization of their
movement and therefore reduce total DLF [138,139]. In a study on footbridge crowd loading, Matsumoto et al. [140]
estimated vertical forces due to normal pedestrian traffic as the force due to a single person multiplied by a factor
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Table 1
DLFs for single person force models after different authors (after Zivanovic et al. [1]).

Author(s) DLFs for considered harmonics Comment Type of activity and its

direction

Blanchard et al. [50] a1 ¼ 0:257 DLF is lessen for frequencies from 4 to

5 Hz

Walking—vertical

Bachmann and

Ammann [7]

a1 ¼ 0:420:5 Between 2.0 Hz and 2.4 Hz Walking—vertical

a2 ¼ a3 ¼ 0:1 At approximately 2.0 Hz

Schulze (after Bacmann

and Ammann [7])

a1 ¼ 0:37a2 ¼ 0:10a3 ¼ 0:12a4 ¼ 0:04a5 ¼ 0:08 At 2.0 Hz Walking—vertical

a1 ¼ 0:039a2 ¼ 0:01a3 ¼ 0:043a4 ¼ 0:012a5 ¼ 0:015 At 2.0 Hz Walking—lateral

a1=2 ¼ 0:037a1 ¼ 0:204a3=2 ¼ 0:026a2 ¼ 0:083a5=2 ¼ 0:024 At 2.0 Hz Walking—longitudinal

Rainer et al. [51] a1; a2; a3 and a4 DLFs are frequency dependent (Fig. 10) Walking, running,

jumping—vertical

Bachmann et al. [5] a1 ¼ 0:4=0:5a2 ¼ a3 ¼ 0:1=� At 2.0/2.4 Hz Walking—vertical
a1 ¼ a3 ¼ 0:1 At 2.0 Hz Walking—lateral

a1=2 ¼ 0:1a1 ¼ 0:2 a2 ¼ 0:1 At 2.0 Hz Walking—longitudinal

a1 ¼ 1:6 . . .a2 ¼ 0:7a3 ¼ 0:2 At 2.0–3.0 Hz Running—vertical

Kerr [44] a1, a2 ¼ 0:07a3 � 0:06 a1 is frequency dependent (Fig. 11) Walking—vertical

Young [131] a1 ¼ 0:37ðf � 0:95Þp0:5 These are mean values for DLFs Walking—vertical

a2 ¼ 0:054þ 0:0044f

a3 ¼ 0:026þ 0:0050f

a4 ¼ 0:010þ 0:0051f

Bachmann et al. [5] a1 ¼ 1:8=1:7a2 ¼ 1:3=1:1a3 ¼ 0:7=0:5 Normal jump at 2.0/3.0 Hz Jumping—vertical

a1 ¼ 1:9=1:8a2 ¼ 1:6=1:3a3 ¼ 1:1=0:8 High jump at 2.0/3.0 Hz Jumping—vertical

a1 ¼ 0:17=0:38a2 ¼ 0:10=0:12a3 ¼ 0:04=0:02 At 1.6/2.4 Hz Bouncing—vertical

a1 ¼ 0:5 At 0.6 Hz Body swaying while

standing—lateral

Yao et al. [92] a1 ¼ 0:7a2 ¼ 0:25 Free bouncing on a flexible platform

with natural frequency of 2.0 Hz

Bouncing—vertical
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ffiffiffiffi
N
p
¼

ffiffiffiffiffiffiffiffi
lT0

p
. Here, N is number of people on the bridge at any time instant, l is a mean arrival rate expressed as the number

of pedestrian per second, and T is the time needed to cross the bridge in seconds. This relationship was derived using the
sum of responses of individual pedestrians who arrived on the bridge following the Poisson distribution and inducing the
walking forces with equal resonant frequencies and random phases. However, when Fujino et al. [72] utilized Matsumoto’s
formula on the laterally vibrating T-footbridge in Tokyo, they found that the formula significantly underestimated (almost
nine times) the measured vibration response. Similarly, Matsumoto’s formula could not predict the vibration level on the
Millennium Bridge [141], suggesting that the approach is not viable for bridges prone to strong lateral vibration due to
synchronized crowd. Synchronization phenomenon is a significant subject on its own and will be discussed in Section 5 in
more detail.

4.1.1.2. Force models for high-frequency structures. When subjected to footfall forces generated by pedestrians, the response
of structures having natural frequencies above approximately 10 Hz (i.e. more than four times the walking pace) typically
take the form of a transient response, as illustrated in Fig. 21. The initial peak can be associated with a heel impact followed
by vibration at the natural frequency of the structure having a decaying rate associated with the structural damping. As
each following heel strike is made, another transient decay is generated, but no build-up of vibration can be developed due
to the damping. Willford and Young [8] recognized the analogy between dynamic response of a high-frequency structure
when subjected to pedestrian movement and a decaying vibration of a single degree of freedom (SDOF) system under a
series of successive impulses. This provided a walking force model for prediction of the vibration of high-frequency
structures based on the analytical solution for the decay of the impulsive response, assuming that the magnitude of initial
velocity peak can be determined [8].

In effect, the initial and hence maximum velocity under an impulsive action can be calculated as magnitude of the
impulse divided by the mass. Moreover, for the unit mass the initial velocity becomes numerically equal to the impulse
applied. Based on this relation, Willford and Young [8] proposed a method to determine the so-called ‘effective impulse’
of a particular force–time history. They applied the continuous walking forces derived from approximately 1000 Kerr’s
single footfall force records to a series of SDOF systems having unit modal mass and different natural frequencies
and damping to calculate the velocity response. The peak response values generated in each SDOF system were then
extracted to account for numerical values of the effective impulse for a particular force measurement as the natural
frequency and damping vary. This is conceptually identical to the derivation of the response spectra for a large number of
seismograms [142].

The results of the analysis are presented in Fig. 22. It can be seen that the effective impulse decreases as natural
frequency of the structure increases and as footfall rate decreases. For design purposes and to account for the variation of
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the effective impulse value between the different footfalls, an empirical formula was proposed as [8]

Ieff ¼ 54f 1:43=f 1:30
n (4)

where Ieff is the effective impulse in Ns, f is the footfall rate in Hz and fn is the natural frequency of the structure in Hz. This
model provides impulse values having 25 percent chance to be exceeded.

The model can generate vibration response such as shown in Fig. 23. The simulated response is based on a
representative effective impulse which is identical for each footfall and therefore shows a uniform repeating vibration
Fig. 23. Simulated vibration response using the effective impulse model (after Willford et al. [128]).

Fig. 22. Effective impulse derived from Kerr’s footfall measurements as a function of the natural frequency of the structure and the footfall rate (after

Willford and Young [8]).
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pattern. Compared to the prediction of footfall-induced vibrations (Fig. 23), measured vibrations of a real full-scaled high-
frequency structure show considerable variability between effects of individual footfalls, both in magnitudes and timing
(Fig. 21). These irregularities are due to natural variability between successive footfall impacts induced by a single person
walking (i.e. intra-subject variability). Therefore, further improvement in the model is required to account for this
variability. However, the current version is used extensively within Arups’s consultancy practice [143] and has been
independently validated on floors, footbridges and staircases constructed of steel and concrete for the past decade [128].
Moreover, it is incorporated into two footfall-induced vibration guidelines: the Concrete Society Technical Report 43,
Appendix G [9] and the Concrete Centre [132].
4.1.2. Probabilistic force models

A random or stochastic process is one whose behaviour is non-deterministic in the way that a current state
does not fully determine its next state [144]. As shown in Section 3.5, human walking forces are characterized
by considerable variability and uncertainty, so their mathematical characterization can be seen from the probabilistic and
statistical perspective. This section thus first provides an overview of probability density functions and basic statistics
(mean value and standard deviation) of key design parameters related to the pedestrian loading, such as step frequency,
walking speed, step length and forcing amplitude. Next, a relevant model will be presented to put this knowledge into
practice.

Matsumoto et al. [140,145] were the first to report reliable statistics of step frequencies based on a sample of
505 persons walking at self-selected speeds. Collected data show a normal distribution with a mean pacing rate of 1.99 Hz
and standard deviation of 0.173 Hz (Fig. 24). More recently, Zivanovic et al. [80] monitored nearly 2000 people crossing the
Podgorica footbridge in the capital of Montenegro to estimate probability density functions of various time–distance
parameters, including step frequency. Although the normal distribution was confirmed, they identified mean value of
1.87 Hz and standard deviation of 0.186 Hz, which differ considerably from the statistics reported by Matsumoto et al.
[140,145]. However, these results were close to data reported by other researchers: 1.9 Hz measured by Kerr and Bishop [3],
1.8 Hz measured by Pachi and Ji [78] and 1.82 Hz reported by Sahnaci and Kasperski [79]. Zivanovic [146] later explained
the discrepancy between reported statistics by being due to the different ethnic populations studied, for example Japanese
or Caucasians. This clearly suggests that a random sample of people with mixed sex, race and geographical diversity should
be collected to ensure uniformity of measurements.

Pachi and Ji [78] reported that frequency and velocity of walking may even vary depending on location and
environment. They collected 800 measurements for 100 men and 100 women who walked across two footbridges and two
shopping floors. Statistical analysis revealed that people walked faster on the shopping floors, with average frequency of
2 Hz and velocity of 1.4 m/s, compared with footbridges, where the average frequency measured was 1.8 Hz and velocity of
1.3 m/s. Distributions for walking frequency on both footbridges and floors followed a normal distribution, with standard
deviations of 0.11 and 0.13 Hz, respectively. Moreover, they found a linear relationship between the velocity v (m/s) of the
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pedestrian and the corresponding pacing rate f (Hz), expressed as

v ¼ Lsf ¼
0:75f for males

0:67f for females

(
(5)

or for both groups together:

v ¼ Lsf ¼ 0:71f (6)

where coefficient 0.71 represents the average step length Ls expressed in metres. Using the data collected by Pachi
and Ji [78], Zivanovic [146] reported that walking speeds at a certain frequency are also normally distributed (Fig. 25).

Zivanovic et al. [80] further analysed data collected on Podgorica footbridge. A total of 1976 pedestrians were observed
and it was found that their step length varied between 0.479 and 0.923 m. The data fitted a normal distribution having
mean value of 0.71 m and standard deviation of 0.071 m, independently of the walking frequency.

Yamasaki et al. [120] conducted a comprehensive biomechanical study designed to investigate the effects of sex and
speed on the variation of the time–distance parameters such as step length (Ls) and step duration (DT) during treadmill
walking. They showed that relationship between Ls and walking speed (v) was not linear (Fig. 26) as previously reported
elsewhere [30,78,147–149]. Deviation from linearity became apparent at faster walking speeds, i.e. 120 in males and
110 m/min in females (Fig. 26), while differences in Ls between the two groups were statistically significant at walking
speeds above 90 m/min. Regression analysis suggested that the step length increased approximately in proportion to the
square root of v (Fig. 26). Interestingly, the study also indicated that females walked with shorter Ls than the males,
especially at fast walking speeds. This was entirely consistent with results reported by other investigators [30,32,149–151]
who claimed that females had a tendency to increase speed by increasing their pacing rate, while males increased their
step length. However, the walking speed at which the variation of Ls showed minimum was about 90 m/min in both
genders (Fig. 27). This speed was in the range of usual self-selected speeds of about 88 m/min measured for Japanese
population [120], and 80–90 m/min reported for Caucasians [123,124] when allowed to walk freely. As previously
mentioned in Section 3.5.2, these free walking speeds were commonly established to yield optimal energy expenditure
during walking [125]. There is also some evidence from both measurements of oxygen consumption [152] and mechanical
simulations of bodies in motion [153–155] that people select unconsciously gait style in order to optimize energy cost of
locomotion. Indeed, walking feels easiest when going slowly and running feels easiest when going faster [156]. Hence
people switch from a walk to run at speeds close to the boundary at which walking ceases to be optimal [155,157,158].
The same mechanism can possibly explain why people alter their gait and hence the corresponding GRFs when walking on
perceptible moving structures. A good starting point can be a study by Anderson and Pandy [159] where they forced a
mechanics-based model of the body to optimize walking performance on a rigid ground given only the states of the model
(i.e. the positions and velocities of all body segments) at the beginning and end of the walking cycle. As a result, the
predicted GRFs were similar to those directly measured. Energetics of human motion is the biomechanical area from which
valuable knowledge might form the basis for a new generation of walking force models in civil structural engineering.

Probability density functions presented can be used as building blocks to develop a modelling procedure which can
estimate the probability of occurrence of a particular walking loading scenario and therefore a certain level of vibration
response. Based on this, a probability that the vibration response will not exceed predefined limiting values can be found.
In this way, Zivanovic [146] proposed a novel probability-based framework for predicting vertical vibration response of
footbridges to a single pedestrian excitation. The main goal of her research was to model a statistically described harmonic
force taking into account as many as possible independent gait parameters relevant to a single person. The method
proposed therefore takes into account probability distributions of walking frequency, step length, forcing amplitude
and imperfections in human walking (i.e. intra-subject variability). Moreover, when including these distributions in the
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dynamic analysis of a particular footbridge, the cumulative probability that the response will not exceed a certain peak
acceleration level could be obtained. This information can be used further as a key design criterion when making decision
about vibration serviceability of the footbridge. As recommended by Zivanovic [146], this probability procedure can be
utilized in design of footbridges that are not exposed to heavy pedestrian traffic and where a single person loading scenario
is the most likely. However, having a good mathematical model of a single pedestrian as provided in this study is a
necessary prerequisite for developing a similar probability-based model for multi-pedestrian excitation in the future.
4.2. Frequency-domain force models

Many of the basic concepts in analysis of the frequency content of human-induced excitation were formulated by
Ohlsson [43] in the early 1980s. He analysed the auto-spectral density (ASD) of the walking force treating it as a stationary
random process. Supervised by Ohlsson, Eriksson [70] spent a better part of his doctoral studies developing further this
method. A typical ASD of the walking force in the frequency range below 6 Hz is shown in Fig. 28. He emphasized that each
peak around the main harmonics has some ‘leaking’ of the excitation energy (i.e. some width in the spectrum) provide a
clear evidence that human walking forces are not periodic, but in fact a narrow-band random process [160].

Further, Brownjohn et al. [16] reported that the effect of energy spread was more dominant for higher harmonics,
indicating their greater randomness. Moreover, using direct measurements of the continuous vertical GRF for three
subjects walking on an instrumented treadmill, the authors suggested a more realistic frequency domain model for
calculation of a bridge vertical response under large numbers of pedestrians based on theory of a turbulent wind on linear
structures. When applying the Gaussian probability distribution of mean pacing rates (with mean value of 2 Hz and
standard deviation of 0.2 Hz), the ASD of the response in a particular mode Sxðf Þ in a degree of freedom (DOF) defined by
the coordinate x can be calculated as [16]

Sxðf Þ ¼ c2
z jHðf Þj

2SP;1ðf Þ

Z L

0

Z L

0
cz1

cz2
cohðf ; z1; z2Þdz1 dz2 (7)

where cz is the ordinate of the mode shape at the same location, Hðf Þ is the frequency response function for acceleration
response, SP;1ðf Þ is the ASD of the pedestrian loads per unit length of the bridge span for the fundamental harmonic, while
cz1

and cz2
are mode shape ordinates related to the location of each two pedestrians on the bridge at coordinates z1 and z1.

Additionally, coherence function 0pcohðf ; z1; z2Þp1 takes account for correlation among pedestrians at different locations
on the structure. As pointed out by the authors, more research work is required to determine the likely form of the
coherence function as a measure of synchronization among pedestrians and verify it against results from experiments on
real full-scale structures. This issue will be discussed in Section 5 in some detail.
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More recently, Sahnaci and Kasperski [79] demonstrated that imperfections in individual human walking pattern
generate subharmonics (also called intermediate harmonic load amplitudes) having energies between the bands
corresponding to the main harmonics in the ASD plot. The reason for this is slight differences in gait parameters for the left
and right legs, such as step length and walking frequency. Some biomechanical research also recognized the phenomenon
of so-called ‘limb dominance’ [111,161]. Therefore, the assumption of gait symmetry is generally considered old-fashioned
nowadays [162]. Sahnaci and Kasperski [79] quoted an example where the response predicted without taking into
consideration presence of subharmonics differed from the actual response by more than 50 percent. Therefore, Zivanovic
et al. [80] made an extension of a force model formulated by Brownjohn et al. [16] to a multi-harmonic approach. They
included complete frequency content of the force spectrum for the first five harmonics and corresponding subharmonics
without any discontinuities. The model was then transformed to the time-domain assuming random phase shifts (i.e. time
delays) between spectral lines. Vibrations generated under the reconstructed forces were successfully verified on a model
of an as-built footbridge in operation.

There have been numerous attempts to provide reliable and practical descriptions of human walking forces for design of
structures for which pedestrian dynamic excitation is a major concern. The basis and limitations of codes and guidelines
most widely used in the UK are discussed in the next section.
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4.3. Design codes and guidelines in UK

The UK is known as a country with a long standardization tradition in civil engineering practice. While British Standard
Institution (BSI) regulated and formalized some subject areas in detail (e.g. earthquake resistance and wind loading),
vibration serviceability design of civil engineering structures under human-induced excitation is not necessarily controlled
by national codes of practice and even the codes are not legally enforced. More often it is based upon design manuals
generally called ‘guidelines’. These publications are simply advisory and offer instructions to an engineer responsible for
planning and designing of civil engineering structures, such as footbridges and floors, that are dominantly occupied and
dynamically excited by humans. Guidelines describe steps in the design process and discuss alternative methodologies as
well as their present limitations. Even when officially formalized, guidelines still include a certain freedom in their
application. An engineer may therefore deviate from their recommendations whenever reasonable arguments are provided,
such as implementation of new structural systems and materials.

The current UK design guideline for footbridges [134] uses a simple 30-year old walking model proposed by Blanchard
et al. [50] involving a sinusoidal force assumed to be perfectly synchronized with the first vertical vibration mode of the
footbridge. Numerous studies have shown this model to be inappropriate for real situations of single or multiple
pedestrians generating in reality near-periodic forces [16] at normally distributed random frequencies [80,145].

There is also very limited codified provision for dynamic loads on footbridges occupied by light or heavy traffic of
pedestrians. The exceptions are the limited British guidance resulting from the London Millennium Bridge experience and
based on the obsolete frequency-tuning method [163] and French guidance [164] using a multiplication factor applied
to single pedestrian response. The later procedure provides the best match with observations and suggests further
development of the frequency domain random vibration model.

After it had been used and validated extensively worldwide within Arup’s design practice [143], their methodology for
vibration serviceability design of floors was incorporated into the Concrete Society Technical Report 43, Appendix G [9],
CCIP-016 [132] and the Steel Construction Institute P354 [165]. All three guidelines provide design values of dynamic
loading factor (DLF) for single pedestrians (for low frequency floors) and equivalent impulse values (for high frequency
floors), as presented in Section 4.1.1. The CSTR43 and CCIP-016 provision for vibration serviceability assessment is based on
the most comprehensive data set available on footfall forces collected by Kerr [44] and well established methods for
calculation of dynamic structural response [142]. Moreover, the SCI guide brought slightly different DLFs to account for
Eurocode’s reliability factors [166]. However, as already pointed out in Section 4.1.1.1, the key problem with Kerr’s database
is that GRF records were generated by individuals as they passed over a force plate and made a single footfall. Therefore, it
cannot represent the inter-subject variability of real walking during one walking exercise. However, no successfully
populated database of GRFs in the form of continuously recorded time series has yet been found that can be used for
development of statistically reliable characterization of GRFs for application in a civil engineering practice. This means that
there remains a requirement to establish a sufficiently large database of GRF time series to provide statistical reliability
even for a rigid surface. The database also needs to include time series for multiple pedestrians as well as pedestrians
moving on more or less perceptibly moving surfaces. Establishment of such a database is at the core of an overall strategy
for developing a more realistic and reliable probability-based mathematical model of human walking forces.

The next section highlights two modelling tasks that are still serious challenges to the structural dynamics community
worldwide. The first is the very specific but under-researched phenomenon of synchronization between people walking in
groups. The second is the degree of synchronization between movement of the pedestrians and the structure whose motion
is perceived. Although different in nature, they usually happen simultaneously and influence significantly GRFs generated
on structures prone to human-induced vibrations [15]. In this way, synchronization is commonly considered as important
aspect of the human–structure dynamic interaction affecting structural response.
5. Synchronization phenomenon in human–structure dynamic interaction

The phenomenon that occurs when people change their gait to adapt to excessive vibration of the structure is known as
human–structure synchronization [7] or lock-in effect [167]. Broadly speaking, it can either be deliberate or subconscious
(unintentional). The former type has been usually related to vandal loading. The latter has become an important side effect
of new architectural trends towards using light materials to provide slender and aesthetic design. Architects sometimes fail
to balance innovation and practicality, so many modern structures have become highly susceptible to vibrations induced by
humans even when they perform normal daily activities such as walking or running.

Current understanding of the synchronization problem covers mainly theoretical aspects of the subject, with very little
experimental verification. According to the popular belief, excessive structural vibrations under unintentional
pedestrian–structure synchronization can be generated in two ways, as summarized in Fig. 29. The first occurs when
the density of pedestrians d present on a structure is lower than some critical value dc, i.e. the density great enough to
influence motion of pedestrians within a group. In this case, occupants act on a structure as a non-synchronized group and
GRFs are induced by each individual pedestrian independently [168]. Further, if the maximum amplitude of structural
vibrations x induced by pedestrians is lower than a critical value xc (i.e. the value great enough for humans to notice or
become aware of it), pedestrians are not affected by the motion of the structure and no human–structure synchronization



ARTICLE IN PRESS

Density of pedestrians δ

forced vibration mode

x > xc

human-structure
synchronisation

forced vibration mode human-structure
synchronisation

M < Mc M > Mc

δ < δc δ > δc

x < xc

Fig. 29. Flow chart of unintentional pedestrian–structure synchronization.

V. Racic et al. / Journal of Sound and Vibration 326 (2009) 1–49 27
occurs. However, in the case of perceptible vibrations ðx4xcÞ, pedestrians unconsciously tend to adjust their gait and
synchronize with motion of the structure they occupy [89].

Alternatively, excessive structural vibrations may occur under a dense crowd ðd4dcÞ. In this case, unintentional
synchronization becomes more likely because the limited space and the possibility to see each other subconsciously
improve correlation of movements between occupants [76,169]. Thereupon, pedestrians somehow interact with each other
and tend to walk with the same step frequency and phase, independently of the motion of the structure they occupy. The
resultant force then approaches the sum of the forces exerted by each pedestrian in the synchronized group [168].
Moreover, structural vibrations may become unstable when the live load, represented by mass of pedestrians, is too great a
proportion of the bridge’s dead load [160]. In this case, the total mass M of the synchronized pedestrians is greater than the
critical value Mc, i.e. the mass which inertial force would induce amplitude of structural vibration xc. Thereupon, this high
vibration level leads to the lock-in effect.

The next two sections present an overview of the unintentional human–structure dynamic synchronization. Section 5.1
presents the synchronization between lateral structural motion and pedestrians in a dense crowd, whereas Section 5.2
discusses synchronization between single pedestrians and a structure they occupy. Section 5.3 presents the Scruton
number adapted and modified from wind engineering (i.e. vortex-induced oscillations of structures) as a tool to check both
vertical and lateral lock-in of footbridges.
5.1. Synchronization between structure and dense crowd

Synchronization of a group of pedestrians to structural movements has been observed in the past on several footbridges
[72,170], open-plan floors [70] and staircases [3]. However, a significant interest in the field was prompted by problem of
excessive lateral vibration of the London Millennium Bridge during the opening day on 10 June 2000 [163]. Analysis of
video records indicated that up to 2000 people (i.e. as many as 1.3–1.5 pedestrians per square metre of the deck) were
present at any time on that day. Measured lateral accelerations were in the range of 0.20–0.25g corresponding to lateral
displacement amplitudes up to 7 cm [73,167]. At this level of acceleration a significant number of pedestrians began to have
difficulty in walking and held onto the balustrade for support [163]. The bridge was subsequently closed and research into
this phenomenon was launched.

As part of this research, Dallard et al. [73,167] conducted a series of walking tests with a gradually increasing number of
pedestrians on the bridge. Assuming that each of up to 275 participants contributed equally to the structural response, they
calculated the amplitude of the modal lateral force per person (Fig. 30a) and its dependence on the footbridge velocity
(Fig. 30b). Excessive vibration did not occur continuously, but built up when a large number of pedestrians were on the
affected spans. Interestingly, peak amplitude of the lateral modal force in Fig. 30a showed that the synchronization started
at about 900 s, but also clearly revealed that lock-in was not triggered two times between 600 and 800 s although the same
level of vibrations was achieved. However, Dallard and co-investigators did not offer any possible explanation of this. Based
on the plot given in Fig. 30b, the same authors proposed that people, after they synchronized movement with the structural
swaying, started producing a dynamic force F(t) proportional to the deck lateral velocity v(t):

FðtÞ ¼ kvðtÞ (8)

where k is an empirically determined lateral walking force coefficient. This reveals that human occupants act as highly
effective negative dampers amplifying the structural response. The tests on the Millennium Bridge indicated the value of k

to be approximately 300 N s/m over the frequency range 0.5–1 Hz. Typically, the excessive swaying occurs on bridges with
lateral natural frequencies near 1 Hz which is the predominant frequency of the first harmonic of the pedestrian lateral
force [1]. Similarly, Brownjohn et al. [171,172] did a series of crowd loading tests on Changi Mezzanine Bridge at Singapore’s
Changi Airport and the value of the coefficient k was determined to be 188 N s/m before accounting for lateral mode shape
effect. However, for modal force the value would be very close to the value 300 N s/m for London Millennium Bridge.
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More recently, Macdonald et al. [173] reported k value 270 N s/m derived from heavy pedestrian traffic measurements of
Clifton Suspension Bridge.

In effect, Dallard et al. [73,141,167] found that pedestrian–structure synchronization is theoretically possible on every
bridge prone to human-induced vibrations when occupied with sufficient number of pedestrians. For a given level of
damping c, the limiting (critical) number of people NL likely to induce lock-in can be predicted by

NL ¼
8pcfM

k
(9)

where f is the lateral frequency of the bridge and M is the corresponding modal mass expressed in kg. This theoretical
model has been derived assuming that pedestrians are uniformly distributed over the whole span and the lateral
mode shape is sinusoidal and has been normalized to unity. Caetano et al. [174] showed quite recently that this relationship
could estimate well the number of pedestrians for lateral dynamic instability of the Coimbra footbridge, being
approximately 70.

To account for a loading case when the pedestrians are not uniformly distributed over the span, Roberts [175] used a
simple analytical model, based on differential equations of motion of the bridge under pedestrian excitation, and predicted
the critical number of people (Np) as

Np ¼
raL

mpO2Dk
(10)

where r is mass of the bridge per unit length, a is loaded proportion of the span, mp is average mass of a single pedestrian,
O relates frequency of pedestrian loading to natural frequency of the n-th mode of the bridge (known as frequency ratio
f p=f n), and D is dynamic amplification factor [142]. Here, pedestrian distribution over the span is considered via the
k factor. With regard to all this, Eq. (10) accounts not only for any form of distribution of pedestrians (e.g. symmetric or
antisymmetric) but also for the increased tendency of pedestrians to synchronize their motion with the lateral sway of the
bridge when and where the vibration amplitudes are very large (such as the middle span of a simply supported bridge).
Roberts pointed out that there was a practical lower limit for a which depends upon the crowd density at which
pedestrians were still able to walk freely (i.e. up to 1.5 persons/m2). Theoretical predictions were verified, and showed
reasonably close agreement, by comparison with the results of the full-scale tests on the Millennium Bridge published by
Dallard et al. [73,141,167]. However, for simplicity the analysis presented was based on a simply supported bridge with
sinusoidal lateral mode shape, similar to the solution proposed by Dallard et al. [141]. The analysis thus should be
generalized to include various structural systems when the actual modes of vibration of the bridge are not necessarily
sinusoidal.

There are three other studies worth mentioning. Strogatz et al. [176] carried out a study motivated and supported by the
analogy between human walking and rhythms of other biological processes, such as operation of neurons and behaviour of
fireflies, being affected by weak periodic stimuli. In this case the rhythm is pacing and the weak stimulus is the lateral
motion of the bridge to random pedestrian excitation. The result is a critical crowd size for ‘wobbling’ and synchrony to
occur simultaneously. In the relation to the Solferino Bridge, Blekherman [177] alternatively proposed that the mechanism
is autoparametric resonance when a mainly lateral mode frequency occurs at the half the frequency of mainly vertical or
torsional mode. However, full-scaled measurements showed a lack of correlation between lateral and vertical vibrations
[172,173]. Piccardo and Tubino [178] critically reviewed reported models describing the phenomena of large lateral
vibrations caused by crowds walking across footbridges, classified as direct resonance [72], dynamic interaction
[167,179–181] and internal resonance [177,182]. They then proposed a parametric excitation model covering the cases
where modes are 1 and 0.5 times pacing rates. However, the authors noted that the model is not applicable when a
footbridge was sufficiently ‘stiff’ in the lateral direction, i.e. its first lateral mode is around 1 Hz. They also admit that the
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model is based on an uncertain forcing function adopted in the study due to lack of the actual experimental measurements
concerning pedestrian–structure dynamic interaction. Therefore, the authors highlighted the necessity of conducting free-
field measurements on flexible footbridges, recording simultaneously the bridge response and the pedestrian motion, in
order to provide reliable models of pedestrian-induced excitation of such structures.

Some of the most recent site measurements showed a lack of evidence of pedestrian lock-in to a single mode, indicating
that this is not necessarily the triggering mechanism of dynamic instability. On the Changi Mezzanine Bridge, Brownjohn
et al. [172] noted that a hardly evident peak in the spectra of vertical responses at twice the lateral frequency, for which the
bridge lateral amplitude increased significantly under the pedestrian crowd, cast doubt that the synchronization had
occurred. In other words, if there was synchronization to the lateral frequency, there would also be synchronization of
vertical forces at twice this frequency. This is because the period of the medial–lateral force is two times longer than the
period of the corresponding vertical force, as explained in Section 3.1 and also illustrated in Fig. 12. The results are in line
with recent findings for crowd excitation observed on the Cliffton Suspension Bridge [173]. Despite the absence of
synchronization, in both studies data analysis showed that the pedestrian behaviour could be reliably described by the
negative damping model proposed by Dallard et al. [167] in developing a solution for the Millennium Bridge where lock-in
clearly happened in the lateral direction. Additionally, an Eq. (9) was found to estimate quite well the critical crowd size.
This provides further evidence that underlying mechanism of human–structure dynamic interaction remains unclear,
pointing instead to models such as proposed by Barker [183] and Macdonald [184]. These will be reviewed in the next
section.

5.2. Synchronization between structure and individuals

Dallard and co-investigators went further and continued experiments in an artificial laboratory environment involving
single pedestrians walking on a moving platform [141,167]. The results revealed that the fundamental component of lateral
force increases with the amplitude of the platform movement, but were apparently insensitive to the shaking frequency
(Fig. 31a). Also shown in the Fig. 31b is the estimated mean probability that individuals will synchronize their pacing rate
to the swaying rate of the platform. Willford [185] later added that the tests indicated 40 percent probability of people
adapting their movement to the lateral swaying of the bridge at 1 Hz with amplitude of 5 mm.

Studies on pedestrians trying to walk on a moving surface having large amplitudes of lateral vibration (up to 100 mm)
were done by McRobie et al. [14]. A common response of humans to the platform motion was to spread feet apart and to
walk at the pacing rate such that feet and deck maintained a constant phase relation. Other walking patterns involved
crossing the feet or walking in ‘undulating lines’. However, there were subjects who did not show a clear change of gait.
They tended to adjust their walking pattern in the way that absorbed energy leading to attenuation of vibrations and
bringing the experimental rig to an effective halt [14]. For walkers whose motion led to a build-up of vibrations, lateral
forces were approaching 300 N amplitude towards the end of the experiment. The authors pointed out that this was around
four times the proposed Eurocode 5 [186] design value of 70 N for normal walking. In contrast, measurements on lateral
walking forces carried out by Pizzimenti and Ricciardelli [89] using an instrumented treadmill vibrating in the lateral
direction with fixed amplitude and frequency reported that Eurocode 5 tends to overestimate the force amplitude by factor
2.5. It seems that the treadmill walkers could adapt quickly to the specified vibration level in an effort to minimize
discomfort and save energy. Moreover, this relaxing walk synchronized by the treadmill lateral sway is the most likely
explanation for the lower force amplitude. Here, it becomes apparent that greater insight into the complexity of human
motion is necessary to understand how human activities affect vibrations of structures. It is important to link
biomechanical understanding on human gait and civil engineering knowledge on dynamics of structures to solve the
problem whose solution is beyond the scope of civil engineering domain alone.
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In a study of large lateral sway, Rönnquist [90] carried out experiments designed to record time series of lateral dynamic
load and corresponding structural response induced by pedestrians crossing a section model of a footbridge in horizontal
lateral motion. He showed that the magnitude of the increase of a pedestrian-induced excitation depends on the actual
horizontal acceleration of a bridge deck €r and the frequency ratio b ¼ f=f n, where f is a pedestrian pacing rate and fn is
lateral natural frequency of the structure. This means that for a constant pacing rate, the walking load varies for each
footstep depending on the structural response €rðtÞ at the position of a pedestrian along a bridge. When b was close to 1, the
walking frequency gradually synchronized with the natural frequency of the structure and then remained more or less
constant in resonance (Fig. 32). Moreover, the resonant effect was at its highest around lateral deck acceleration of 1 m=s2.
On the other hand, at non-resonant pacing rate the magnitude of lateral walking forces followed a lower and more linear
increase with increasing deck acceleration, as illustrated in Fig. 32. The sampled data were passed through curve fitting
process, thus the first four lateral DLFs could be analytically described as

DLF1st
L ¼ 0:1420:095e�ð0:45þ1:5e�ð1=2Þðf�f n=0:07Þ2 Þ€r1:35

(11)

DLF2nd
L ¼ 0:010þ 0:008€r (12)

DLF3rd
L ¼ 0:015 (13)

DLF4th
L ¼ 0:005 (14)

where DLF1st
L of 0.14 is its absolute upper limit value. The author also suggested these predictions should be restricted to

the range of lateral bridge acceleration between 0 and 2 m/s2. The main drawback of this study is the lack of statistical
reliability. Although the lateral walking force model was validated successfully on the Larder Bridge in Norway, the study
still needs validation on different full-scale bridges with different structural systems and with and without problems of
excessive lateral vibrations. The study also lacks detail on the synchronization mechanism. There are uncertainties of how
this delicate mechanism is actually triggered off and what drives the pedestrian pacing rate towards the frequency of
perceptible structural vibrations.

Various authors have proposed models of the lateral dynamic instability, based on lock-in [167,176,179–181] or certain
frequency ratios [177]. Baker [183] went further and adapted a mechanism of swinging pendulum-like walking from the
biomechanics field. The model assumes that humans continue movement by transferring from one pendulum-like stance
leg to the next without the double support phase, alternatively left and right, and unaffected by the bridge motion. The
pedestrian is modelled as a point mass, placed at the body centre of the mass which is approximately in the pelvic area
[125], that moves in a straight line forwards supported by an inclined rigid massless leg. He showed that the work done on
the bridge in the lateral direction as a result of the weight resolved along an inclined leg is an asymmetric function, even
when the pedestrian walks at a different frequency to the bridge motion. This is because the lateral force increases as the
bridge moves away from the mass, but decreases as the bridge moves towards it. Hence even uncorrelated pedestrians put
energy into the lateral mode leading to excessive lateral bridge motions which had previously only been expected from
strongly synchronized crowd. This works for any pacing rate at or above the lateral mode frequency. However, the major
shortcoming of the model is that the inertia of the BCOM contributing to the lateral force has been neglected.

Inspired by this approach, Macdonald [184] recently developed a more refined model to describe pedestrian–structure
dynamic interaction, based on the control of whole body balance in lateral plane during walking. In this, balance is
achieved most effectively by the control of the position, rather than the timing, of foot placement for each step, based only
on the final position and velocity of the BCOM from the previous step. As a result, without altering their pacing rate
(unsynchronized with the lateral bridge sway), the pedestrian generates additional lateral force components due to inertia
of the BCOM, which may be at any walking frequency. These additional forces were found equivalent to the pedestrian
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effectively acting as a negative damper to the bridge motion. Hence, without synchronization, this mechanism can
explain the empirical negative damping model derived from tests on the Millennium Bridge [163,167]. It is also in line with
the measurements on the Changi Mezzanine Bridge [172] and Cliffton Suspension Bridge, where uncorrelated crowd
behaviour resulted in large vertical responses. However, Macdonald noted that the present version of the model cannot
provide the numerical results which can match accurately the full-scale measurements. Moreover, the model does not
account for large lateral sway for which pedestrians might change their gait, such as to synchronize with the bridge or
stopping walking.
5.3. Lock-in and Scruton number

An entirely different approach to those considered so far was given by McRobie et al. [14]. They recognized the analogy
between the wind excitation of flexible structures and crowd loading of lively footbridges. In wind engineering, the
tendency for vortex shedding to cause wind-induced structural oscillations is measured by the dimensionless Scruton
number which is a product of damping and the ratio of representative structural and fluid masses [187]. Similarly, for each
vertical mode of a footbridge, the vertical pedestrian Scruton number (vPSN) may be defined as [14]

vPSN ¼ k1k2m (15)

where k1 ¼ z=0:005 relates the damping ratio of the empty structure to that of a typical mode in a lightly damped steel
structure of 0.5 percent, and k2 ¼ 0:6=n takes account (if desired) the possibility that crowd density n could be different
from the typical value of 0:6 persons=m2, and m is mass per unit deck area for an equivalent simply supported beam having
constant cross section expressed in kg/m2. As for the case of wind excitation, to have a structure which will meet vibration
serviceability requirements, a large Scruton number is generally preferred.

For the purpose of analysis of lateral bridge oscillations, Newland [187] defined lateral Scruton number as

Scp ¼ 2zM=m (16)

where M is modal mass, or, for a uniform deck, bridge mass per unit length. Similarly, m is modal mass of pedestrians, or,
for a uniform bridge deck with evenly spaced pedestrians, pedestrian mass per unit length. Also, he determined that the
limiting value of structural damping ratio z needed to prevent build-up of lateral vibrations must satisfy the following
equation:

z4
abm

2M
(17)

where the coefficient b reduces the effective pedestrian mass m due to imperfections in synchronization between
pedestrians themselves, whereas parameter a relates the amplitude of lateral body movement of pedestrians to the
amplitude of the structural lateral sway. Substituting from Eq. (16), Newland’s stability criterion (17) becomes [187]:

Scp4ab (18)

A novelty proposed in Newland’s model is the factor a which accounts for changes in lateral body movement due to lateral
deck motion. In this way, this model includes body motion inertia forces, assuming that the movement of the body centre
of mass is a fraction of the movement of the feet, therefore ap1. However, the model is limited to small amplitude of
structural movement (up to 10 mm), where it is reasonable to expect that humans behave as rigid masses and can
counteract the body inertia forces by identical lateral force generated against the deck. At larger displacements the upper
body parts would not follow the feet and legs, but are expected to move less to keep the lateral balance. As pointed out by
Newland himself, the movement of the centre of mass of the pedestrian would then be significantly different from
movement of the bridge deck. Thereupon, the lateral force a person generates against the flexible structure must react
against inertia of their body, so the sum of products of masses and accelerations for all body parts must equal the lateral
GRF at all times [187]. Here, the vibration serviceability issue is stretched to breaking point where the need for
interdisciplinary research involving biomechanical studies of human gait becomes absolutely indispensable. Namely,
contribution of body motion to GRFs is essentially a biomechanical problem, generally referred to as ‘inverse dynamics’,
and will come under the spotlight later in Section 8. To help in understanding better its principles, the next two sections
provide background knowledge on how motion of the body (or bodies) can be measured (Section 6) and how masses of
different body parts can be estimated (Section 7).
6. Kinematics of human body motion

As opposed to kinetics, kinematics is the study of bodies in motion without considering the forces (both internal and
external) that cause the body movement [188]. It is focused on description and quantification of linear and angular
positions of bodies in space and their time derivatives: linear and angular velocities and accelerations.
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6.1. Motion analysis techniques

Modern motion analysis dates back to 1836 when the Weber brothers carried out extensive observations of people
walking [30]. During the second half of the nineteen century Marey et al. [189] and Muybridge [190] performed pioneering
research in the assessment of human locomotion making photographs of a man walking. Finally, by a more detailed
approach to imaging techniques, Bernstein [191] initiated the formal study of kinematics. Early methods also involved the
use of electrogoniometers [192–195] which were designed to convert electrical signals from transducers attached to
the adjacent limb segments into continuous measurements of the joined angle. Additionally, accelerometers were used for
measuring body acceleration directly [196–198].

Broadly speaking, the current state-of-the-art procedure for human movement analysis typically involves several
discrete steps [199]:
(1)
 The motion of tracking markers attached to the subject is recorded using video-based optoelectronic technology
such as cameras or sensors [200]. If device is optoelectronic, it means that it interacts with light. General
principles, known as stereophotogrammetry, apply to majority of video-based systems, and will be discussed in
Section 6.2.
(2)
 A biomechanical model of human body is defined to represent selected characteristics of a test subject such as the
number of body segments, their inertial properties (e.g. mass and centre of mass) and number of degrees of freedom
(DOF). Overview of different biomechanical models will be presented in Section 7.
(3)
 The kinematics of the model is calculated by determining the transformation from the recorded trajectories of tracking
markers to the motion of the biomechanical model. Section 6.3 explains this issue in more detail.
(4)
 The application of ‘inverse dynamics analysis’ to the kinematics of the biomechanical model and to the location,
magnitude, and direction of externally applied forces (e.g. GRFs acting on the foot). This biomechanical technique will
be described thoroughly in Section 8 and finally put into civil engineering context to estimate GRFs when the body
kinematics is measured.
6.2. General approach to optoelectronic systems

The key objective of optoelectronic stereophotogrammetry is to estimate instantaneous 3D position and orientation of
the body segments using reconstructed trajectories of markers placed on the body [200]. The most common way is to
segment the body between the joints [201]. For example, the thigh is defined as a part of the body between the knee and
the hip joint. Furthermore, if assumed that the body segments are non-deformable, the human body can be described as a
kinematic chain of rigid links hypothetically joined with spherical hinges [202]. Not all body joints are spherical hinges,
but for the purposes here, there is no loss of generality assuming spherical hinges. In addition, although each body segment
represents a portion of the human body referred to a bony part and corresponding soft tissue, in this case the body segment
represents a single bone only.

The 3D representation of the movement is reconstructed from optical sources attached to the skin and serve as markers
(therefore also called skin-markers), as illustrated in Fig. 33. Motion analysis markers can be retroreflective (passive) and
light-emitting (active). Passive markers are illuminated by an external power source, exposed to stroboscopic rays of light
produced by light emitting diodes (LED). Markers reflect light impulses recognized by a multi-camera system, also called a
Fig. 33. SCSs for the shank and thigh reconstructed from skin markers (after Cappozzo et al. [200]).
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multi-sensor system, which then records position of the each marker in form of video frames. The video frames (also
known as video images) need additional processing using pattern recognition software [203] or specialized hardware [204]
to identify positions of each marker. Conversely, active optoelectronic systems utilize self-illuminated markers. Each active
marker in the set has a LED that pulses sequentially and is activated at slightly different instants of time in the order of
microseconds [205]. This time shift enables sensors to detect positions of markers independently (i.e. each marker is given
a unique identity), so no software processing is required to identify individual marker positions. Between two consecutive
pulses, marker position can be determined using interpolation. Although passive marker systems, such as VICON [18], have
the advantage of using lightweight reflective markers without wires and batteries on the body of the test subject [206],
their accuracy usually cannot reach the standards of their active marker counterparts [207]. Even if markers are
temporarily lost from a field of view, active marker systems, such as CODA [19] can maintain the identification of markers
automatically by interpolation and optimization algorithms [208]. Also, contrary to passive systems, virtual merging of
markers when their trajectories pass across each other cannot occur with active system, so the markers can be placed close
together [209] which is their very important advantage.

The core technology of passive marker systems is a set of cameras. In the case of active marker systems they are called
sensors instead. Both calibrated cameras and sensors track each skin-marker while it moves with a test subject. However,
the two technologies have nothing in common. Each of the cameras can provide only a set of 2D passive marker coordinates
placed in the plane perpendicular to its optical axes [200]. If at least two cameras identify the same marker, 3D coordinates
can be estimated using the geometrical properties of central projection from multi-camera observations and mathematical
triangulation method [202]. This is similar to the human brain which uses input from both eyes to perceive depth in the
field of vision [210]. On the other hand, a single sensor is enough to measure the locations of active markers in 3D with high
resolution and accuracy. This is because a single unit (sensor) has multiple cameras built-in (e.g. a CODA sensor has three
cameras). Multiple units may be combined to give even greater capture volume (so-called ‘3D volume’) and to maximize
visibility of active markers [211].

The markers are placed in a manner to satisfy technical requirements, such as high visibility from cameras or sensors
and to minimize relative displacement between them and underlying bone during walking [200]. The latter is important
since the assumption of rigid body segments has been made. Markers should therefore be placed on special locations on
the body (Fig. 33), so-called anatomical landmarks (AL), where the thickness of the soft tissue between skin surface and
bone is negligible [200]. Palpable bony prominences on the skin, also called bony landmarks, are commonly chosen for ALs.
These can be identified easily in a repeatable fashion among humans. However, the choice of where and how to place target
markers is a significant subject on its own.

A comprehensive review on optoelectronic stereophotogrammetry published recently in four parts by Cappozzo et al.
[200], Chiari et al. [207], Leardini et al. [212], and Della Croce et al. [213] is recommended for further reading.

6.3. Tracking body segments in 3D space

Motion capture analysis involves typically two kinds of coordinate systems: global and local. Despite the International
Society of Biomechanics (ISB) investing a great deal of time and effort in setting up standardization in the reporting of
kinematics data [214], there is no standard coordinate system used within the international motion analysis community.
However, researchers defined the global coordinate system (GCS), also called global frame, as an orthogonal right-handed
Cartesian coordinate system with the X-axis pointing along the direction of progression, the Z-axis pointing vertically
upward and the Y-axis pointing to the left (Fig. 34). This frame with arbitrary origin defines a fixed laboratory coordinate
system from which positions of all markers are ultimately defined in space [34].

Generally speaking, the motion of rigid segments in space can be described fully by measuring three independent
translations and three independent rotations with respect to the GCS [199]. Stereophotogrammetric procedures for
measuring all six DOFs require that at least three non-collinear markers should be stuck to each segment (Fig. 33). These non-
collinear markers are used to define local segment coordinate systems (SCSs), also known as local frames, rigidly fixed within
each of the body segments (Figs. 33 and 34). Located independently, these orthogonal right-handed coordinate systems move
with the segments as the segments move through space during gait (Fig. 34). Therefore, measurements of the instantaneous
position and orientation of all SCSs with respect to the GCS can be used to calculate the whole body motion in real time and
space. It can be done based on a principle of analytic geometry referred to as ‘coordinate transformation’ [34].

When using optoelectronic stereophotogrammetry, there are some principal sources of error which propagate to the
kinematics data measured. Model calibration [213], soft tissue artefact [212] and instrumentation errors are highlighted in
the next section as the most important to affect accuracy of a method to estimate GRFs indirectly from human body
kinematics. Principles behind the method and potential for utilization in the civil engineering dynamics will be explained
fully in Section 8.

6.4. Sources of error in optoelectronic analysis

Model calibration deals with the difficulty in determining anthropometry of individuals from two aspects: placing
markers accurately with respect to specific anatomical landmarks (AL) and determining the location of the joint centres
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[215]. Anatomical landmarks are palpable bony prominences such as hip, elbow, and ankle, which can be easily identified
for diverse human population. However, many of them might be inaccurately defined in overweight test subjects. In this
case, bony landmarks are not sharply defined points on the skin but surfaces, sometimes large and irregular, so a
considerable thickness of underlying fat tissue makes their position difficult to locate [213]. Because of this, Riley et al. [65]
suggested all subjects with a body mass index higher than 30 should be excluded from measurements. Here, the body mass
index BMI ¼ m=h2 was defined as the ratio of body mass m versus square of a subject’s height h. However, including a
higher number of markers [213] and advanced biomechanical software (e.g. Visual 3D by C-Motion, Inc [199]) can gain
better accuracy in tracking anatomical landmarks for obese test subjects. Viewed from the perspective of civil engineering,
this is of great importance because occupants of civil engineering structures are not only fit athletes, but also people with
various body conditions.

Many researchers assumed that body segments are rigid. However, in recent years several studies have showed that
ignoring soft tissue deformability relative to underlying bone may affect significantly the reliability of kinematic
measurements [216–218]. This deformability, known as ‘soft tissue artefact’, is dominant during highly accelerated
movements such as the heel impacts (see Section 2.3). This is because soft tissue wobbles significantly when the heel
abruptly hits the ground. Skin markers thus oscillate considerably with respect to the underlying bone inducing noisy
kinematic data [219]. Fuller et al. [220] measured displacements of the individual markers relative to the bone of up to
20 mm, whereas Reinschmidt et al. [221] reported values up to 40 mm. Early techniques designed to minimize the
contribution of and compensate for the effects of this artefact include tissue fixators [222], markers mounted on bone pins
[220] and Roentgen photogrammetry [223].While these methods provide direct measurements of the skeletal movement,
they are invasive, painful or expose the test subject to radiation [212]. However, low-pass filtering of raw kinematic data
seems to be the only appropriate (it is cheap and highly effective) method suitable for civil engineering [44].

To the best knowledge of the authors of this review, there is no study published so far which has utilized the
optoelectronic systems described above in measurements of outdoor activities. With regard to this, there may be a problem
with the application of the passive marker systems for monitoring people in their natural environments such as sport
facilities, offices and footbridges. The reason for this is that stroboscopic light impulses generated by external power
sources in passive marker systems might be hard to distinguish in daylight. Consequently, the multi-camera system might
not be able to detect the reflected light from markers and thus provide adequate video images. Hence there is no alternative
but to do the experiments during night. Also, the reflected light from passive markers cannot be detected if markers are
outside the optimal distance from the cameras (usually o6 m). Alternative active marker systems do not struggle so much
to detect a marker position in daylight, but the infra-red signal can easily become very noisy when the marker is far away
from the sensors thus creating the same problem. Since the cameras/sensors must be at fixed positions to ensure that they
do not move relative to the markers, monitoring people on long-span structures, typically lively footbridges for which the
only fixed points are at the nearby ground, seems impossible using marker-based technology which is commercially
available today.

Eliminating the need for markers would considerably reduce the subject’s preparatory time and enable simple, time-
efficient, and potentially more meaningful assessments of human movement [224]. Moreover such a system could allow
tracking human motion in natural environments. Therefore, a new technique for human body kinematics estimation that
does not require markers or sensors placed on the body would greatly expand the applicability of human motion capture in
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numerous fields of science, including structural dynamics. The terms markerless and marker-free are used interchangeably
in this review for motion capture system without markers, and will be explained briefly in the next section.

6.5. Markerless motion capture systems

Markerless systems are typically divided into two categories, active and passive vision systems. Active systems, such as
laser scanners and structured light systems, emit light in the visible or infra-red spectrum in the form of laser rays, light
patterns or modulated light pulses [225]. They provide generally very accurate 3D measurements, but require a controlled
laboratory environment and often are limited to static measurements (e.g. a full body laser scan to capture the surface of a
human body). On the other hand, passive systems are advantageous as they only rely on capturing video images and thus
provide an ideal framework for tracking subjects in their natural environment [226]. This is the reason why the main
direction in development of marker-free motion capture technology is focused currently on employing passive systems.

Passive systems vary in the number of cameras used, the representation of captured data, types of algorithms, use of
various human-body models, and the application to specific body regions or whole body [226]. The camera configurations
range from using a single camera to multiple camera systems. Similarly to marker-based systems, multi-camera
configurations utilize algorithms that can reconstruct 3D kinematics of various body parts from single 2D image planes.
These algorithms usually employ image processing techniques for automatic identification of subject’s boundaries based
on pixel brightness [225,227]. Here the human form can be separated from the background in the image sequence of each
camera using intensity and colour threshold identification [225–227]. When the body silhouette is identified, the body
kinematics data can be extracted taking a model-based or model-free approach [224]. The most popular is the model-based
approach in which a predetermined human body model with relevant anatomic and kinematic information is tracked or
matched to the video images [226]. On the other hand, the model-free approaches attempt to determine the body features
and its kinematics in the absence of an a priori generated model. It aims to represent morphology of each body segment by
a relevant mathematical model, such as a cylinder or sphere, which should match the shape of the segment the best.
Alternatively, a simple stick-figure can be used as a satisfactory approximation of the trunk and lower and upper limbs
[226]. Unfortunately, due to technical limitations and errors in the shape and/or size of body whose motion is investigated,
markerless systems still cannot reach the accuracy of their marker-based counterparts [225]. Moreover, the application of
markerless technology in civil engineering to monitoring pedestrian crowd is still difficult because the algorithms to
determine the body anthropometry cannot distinguish between the body segments of different individuals when they are
huddled together.

After introducing basic methodology and application of kinetics (Section 3) and kinematics (Section 6) of human gait,
the next section describes methods for estimating human anthropometry. This is necessary to achieve physically
meaningful relationship between measurements of body motion and corresponding GRFs. Those relationships will be the
final subject for discussion in Section 8 where all this biomechanical knowledge will be put together into the civil
engineering context.

7. Anthropometry: body segment parameters

The anthropometry refers to measurement of a human body in terms of physical properties of body segments, such as
mass and centre of mass, generally known as body segment inertial parameters (BSIP). This section contains a brief
introduction and notes to estimating BSIP through the most prominent techniques that have been used to date. General
descriptions of cadaver studies, mathematical modelling of human anthropometry and imaging and scanning techniques
are included. For more detailed explanation on the subject, the reader should be referred to papers by Drillis et al. [228],
Reid and Jansen [229], Nigg and Herzog [230], and Pearsal and Reid [231].

7.1. Cadaver studies

The first notable achievements in estimating segment inertia parameters date back to the nineteen century, when
Harless [232] and Braune and Fischer [233] carried out detailed analyses on adult male cadavers. After being frozen, the
cadavers were dismembered at each of the primary joints such as knees and elbows. Each segment was then weighed and
the centre of mass was estimated using, for example, a specially designed balance plate.

In a more comprehensive study of eight male cadavers, Dempster [234] estimated the mass and centre of mass (Tables 2
and 3, respectively), volume, density and mass moments of inertia for the body segments. Similarly to Broune and Fischer
[233], he described the segmental masses as proportions of the total body mass, and the locations of the centres of gravity
as ratio of the segment’s length. Dempster [234] defined the segment’s length as distance between proximal and distal
joint centres of rotation. This definition is still considered as a gold standard in biomechanics [214,235]. For example,
estimated mass of the thigh is 10 percent of total body mass, located at 43.3 percent along the distance between hip to knee
joint centre (see Fig. 35 for comparison).

In 1969, Clauser and coworkers [236] conducted a study designed to supplement the existing knowledge of the
anthropometry of body segments and to permit more accurate estimation (Tables 2 and 3). The study was based on 13 male
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Table 3
Locations of segmental centre of mass after various authors.

Source Dempster [235] Clauser et al. [237] de Leva [252]

Proximal Distal Proximal Distal Proximal Distal

Hand 0.506 0.494 0.1802 0.8198 0.7900 0.2100

Forearm 0.430 0.570 0.3896 0.6104 0.4574 0.5426

Upper arm 0.436 0.564 0.5130 0.4870 0.5772 0.4228

Foot 0.500 0.500 0.4485 0.5515 0.4415 0.5585

Shank 0.433 0.567 0.3705 0.6295 0.4459 0.5541

Thigh 0.433 0.547 0.3719 0.6281 0.405 0.5905

Trunk 0.495 0.505 0.3803 0.6197 0.5514 0.4486

Head 1.00 0.000 0.4642 0.5358 0.4024 0.5976

Fig. 35. The location of the centre of gravity of the right thigh, with the joint centres (hip and knee) and corresponding body segment parameters

(0.39, 0.61) (after Vaughan et al. [237]).

Table 2
Segmental mass as percentage of total body mass after different authors.

Source Dempster [235] Clauser et al. [237] De Leva [252]

Hand 0.0060 0.0065 0.0061

Forearm 0.0160 0.0161 0.0016

Upper arm 0.0280 0.0263 0.0027

Foot 0.0145 0.0147 0.0013

Shank 0.0465 0.0435 0.0433

Thigh 0.1000 0.1027 0.1416

Trunk 0.4970 0.5070 0.4346

Head 0.0810 0.0728 0.0694
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cadavers, which each were dissected into 14 body segments. Not only the mass, volume and centre of mass for the each
segment were collected, but also anthropometric measurements such as the length, circumference and segmental breadth
or depth. Based on these measurements, a series of regression equations were defined for estimating the BSIPs on living
subjects.

For practical reasons, the main criterion for selection of regression parameters should be a limited number of
anthropometric measurements that can be gathered easily and quickly [201]. A good example is nonlinear regression by
Vaughan et al. [237] for estimating the masses and centre of masses of the lower extremities (Fig. 36). For example, an
equation for prediction of the thigh mass is given as [237]:

mass of thigh ¼ ð0:1032Þðtotal body massÞ þ ð12:76Þðthigh lengthÞðmidthigh circumferenceÞ2

þ ð�1:023Þ (19)
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Fig. 36. The anthropometric measurements of the lower extremity required for prediction of body segment parameters (after Vaughan et al. [237]).
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where masses are expressed in kg and lengths and circumferences in m. It should be stressed that regression equations can
be used successfully in BSIP estimation, but under the assumption that all individuals have the same body proportions
[238]. However, this cannot be true in general and might lead to significant errors in estimates for those individuals that
differ significantly from the average of group from which regressions were derived. Moreover, cadaver studies are typically
based on a limited number of elderly males, and with a very few exceptions [239,240] the vast majority of these studies
examined a Caucasian population only. In this way, the cadaver-based studies seem to be inappropriate for BSIP estimation
of women, children, young adults, and non-Caucasians [231]. Therefore, alternative methods for more direct assessment of
body inertial characteristics that account for differences in morphology, age, gender and race should be utilized in future
studies.

7.2. Mathematical modelling

One method of estimating the BSIP of a human body is to develop a mathematical model that approximates the body
segments as fairly simple [241–243] or complex [244] geometric solids. Such models vary in the number and shapes of the
segments, from unsegmented rigid body [245], 15-segment model with standard geometric shapes [242], 16 segments
composed of elliptical zones [246–248], and finally complex 17-segment human body model [244]. Two of these models
are illustrated in Fig. 37.

According to Reid et al. [229], among a number of mathematical models proposed to date the most accurate is the
anthropometrico-computational model (so-called hominoid given in Fig. 37b) developed by Hatze [244]. It is able to
distinguish between male and female subjects taking into account the actual shape fluctuations and asymmetry of the
individual segments, including all changes in body morphology due to obesity, pregnancy, and age [249]. Moreover, this is
the only mathematical model which accounts for varying tissue densities both across and along the body segments using a
‘subcutaneous-fat indicator value’ capable to adjust the density of specific segmental sub-elements (e.g. bones and fat).
Experimentally confirmed on a large number of subjects, the overall accuracy of the model is better than 3 percent [249].
Despite the high accuracy, the model has not gained widespread popularity. This is because collecting the model input
parameters from test subjects is complicated and time-consuming. The original version required 242 measurements while
a new modified version requires ‘only’ 133 anthropometric measurements.

7.3. Scanning and imaging techniques

Since medical imaging techniques have become available to investigators worldwide, anthropometric measurements
have reached high standards enabling assessment of living individuals. Using advanced technology, such as gamma-mass
scanning, computerized tomography (CT), magnetic resonance imaging (MRI), ultrasound and dual energy X-ray
absorbtiometry (DEXA), it is possible to include variations in morphology, physical fitness, age, gender and race diversity
into BSIP estimations.

Zatsiorsky and Seluyanov [250] carried out an extensive study on the BSIPs of 100 male and 15 female Caucasian
students using a gamma scanner. They determined density distribution of underlying tissues based on the intensity of
absorption of the gamma radiation, and then, using the gamma scanner images, calculated the volume of each segment.
Having these data, they could estimate the mass, centre of mass and principal moments of inertia in 3D space for a
15-segment body model. Moreover, they applied linear regression and developed equations to assess individual BSIPs based
on total body mass, segment length and circumference [250].
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Fig. 37. Mathematical modelling of human body: (a) 15-segment model of Hanavan [242] and (b) lateral and frontal view of the 17-segment hominoid of

Hatze [244].
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de Leva [251] went further and adjusted the original data from Zatsiorsky and Seluyanov [250] to define centre of mass
locations relative to the joint centres (as Dempster did) instead of anatomical landmarks. The scaling equations of de Leva
[251] represent the most complete and practical series of predictive equations to date [252]. This work typically produces
errors of only 1 percent on centre of mass locations.

Several studies [253–255] used X-ray computerized tomography (CT) to reconstruct 3D representations of the
segments. Knowing densities of various tissues and contours of the segments, it is possible to estimate BSIPs [256].
However, both conventional X-ray and CT are not widely used because of high radiation doses. On the other hand, magnetic
resonance imaging (MRI) and dual energy X-ray absorptiometry (DEXA or DXA) appeared recently as new non-invasive
techniques commonly used in medical research for measuring bone mineral density and the body composition in general
[257]. Although its use as a gold standard has been questioned [258,259], when compared with a number of BSIP
estimation techniques, DEXA can be regarded as a precise method for measuring anthropometric data with error under 3.2
percent [260–263]. In spite of the fact that numerous studies verified that both MRI and DEXA technology can provide
reliable estimations of segmental inertial properties, current research can offer estimations of upper and lower limbs only.

Although scanning techniques provide very precise BSIP measurements, the high cost of instrumentation and need for
qualified personnel have not gained them popularity among the biomechanical community. Moreover, in the last years
biomechanical researchers have faced a growing need for a method that could determine BSIP more rapidly, but still
accurately enough. To meet these criteria, Hatze and Bacca [264] suggested a video-based system for BSIP estimation. Their
algorithm uses a set of anthropometric dimensions obtained from video images and then employs the anthropometrico-
computational model by Hatze [244] explained in previous section. More recently, Bacca [265] improved this image
processing method applying techniques for automatic identification of subject boundaries with sub-pixel accuracy. With
application in both markerless capture kinematics and non-invasive estimation of inertial properties of body segments, the
video image processing might perhaps become the leading method in near future.
8. Indirect measurement of human loading

This section essentially evolves from biomechanical research in kinetics (Section 3), kinematics (Section 6) and human
anthropometry (Section 7) previously covered in this review.
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In biomechanical applications, motion tracking systems are traditionally used together with force plate measurements
(Fig. 38) and information on the BSIP to estimate values of internal forces in patients. This method is referred to as inverse
dynamics, a field of mechanics that bridges the areas of kinematics and kinetics based on Newton’s laws of motion [266].
On the other hand, for application in the civil engineering context a slightly different approach to inverse dynamics may be
more powerful. It offers excellent potential for indirect measurements of the GRFs via combination of visual motion
tracking data (Section 6) and known body mass distribution (Section 7), as summarized in Fig. 39. It therefore presents
great potential for a novel method, in the context of a civil engineering application, to estimate continuous human-induced
forces applied directly to structures under a wide range of conditions.
8.1. Theoretical background

When applied to the human body, Newton’s second law states that external force acting upon the body (i.e. ground
reaction force vector FGR) is equal to product of the body mass m concentrated at a single point referred to the body centre
of mass (BCOM), and its acceleration aCoM:

FGR ¼ maCoM þmg ¼ mðaCoM þ gÞ (20)

where g is gravity. The BCOM actually represents the mean position of the total mass of the human body as a multi-
segment system. Taking the mass distribution into account (Section 7), Eq. (20) becomes

FGR ¼
Xs

i¼1

miðai þ gÞ (21)

where mi and ai are mass and acceleration vector of the centre of the mass of the i-th body segment, and s is the total
number of segments.
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8.2. Experimental verification

Since about 1970, development of the modern force plate and motion capture technology has resulted in several
attempts to estimate contributions of various body segments to ground reaction forces. Among the first was the study by
Thornton-Trump and Daher [31]. They gathered kinematic data from the published research of Bresler and Frankel [267],
Murray et al. [124,268] and Murray [30], while mass and centre of mass of various body segments were adopted from
Dempster’s regression equations [234]. The upper part of the body, called the head-arm-trunk (HAT) complex, was
modelled as one rigid segment. On the other hand, thighs, shanks and feet were considered separately and hypothetically
hinged by hip, knee and ankle spherical joints. Fig. 40 presents a plot of estimated vertical GRFs using Eq. (21), compared
with data measured by Cunningham [269]. The results were not very accurate and did not show the force spike at the
beginning of the gait cycle (Fig. 9), but the characteristic M-shape of the vertical GRF pattern was confirmed. Although the
authors did not directly quote the sampling rate of the kinematic data, it is most likely that such an imprecision appeared
due to a low sampling rate which missed the high frequency sharp peak due to heel strikes. Also, the predicted and
measured GRFs were not collected from the same test subject, so differences in body morphology and gait style in different
studies certainly affected the results. As the same authors suggested, more detailed model of the upper body, which would
consider head, trunk and arms as individual segments, could also result in further improvement.

Miller and Nissinen [270] carried out a series of experiments designed to predict vertical GRF for gymnasts turning a
forward somersault. Although they analysed neither walking nor running, this study is worth mentioning because it raised
many important questions. Kinematic data were collected using a single camera system operating at approximately 197 Hz,
whereas the impact force was recorded simultaneously by a force plate at a sampling rate of 1000 Hz. The displacements
recorded were first low-pass filtered at cut off frequencies of 7–9 Hz, then differentiated twice with respect to time to
obtain accelerations of body segments. They concluded that only the low-frequency components of the GRF could be
predicted accurately (Fig. 41). The failure to estimate high-frequency components almost certainly resulted from using too
low a cut off frequency.

More recently, Bobbert et al. [271] calculated segmental contributions to the vertical GRF during running (Fig. 42).
Bodies of each of the three participants were modelled as a kinematic chain of seven segments, as in the study of Thornton-
Trump and Daher [31]. Positions of motion tracking markers attached on the segments were recorded as a function of time
using four video cameras operating at 200 Hz. These were filtered and finally differentiated twice to obtain accelerations of
corresponding mass centres. To evaluate the accuracy of the model given by Eq. (21), the GRFs were also directly measured
with a force plate, sampled at 1000 Hz and synchronized with the video system. Special care was taken to reproduce the
high frequency transient loading that occurs when a heel strikes the ground. This was quite difficult to achieve since the
markers, especially those attached to the lower extremities, oscillated at high frequencies during initial heel impact due to
soft tissue artefact as explained in Section 6.4. Despite special precautions taken to minimize these unwanted effects
(e.g. mounting limbs rigidly on wooden rods), time histories of the marker positions still remained too noisy. As an
alternative, Bobbert et al. showed that a good correlation between directly measured force signals and calculated force
signals could be obtained if displacements of individual segments were filtered with different cut off frequencies. The best
result was obtained when time histories of foot, ankle and knee markers were filtered at 50 Hz low pass cut off frequency,
20 Hz for hip markers, and at 15 Hz cut off for the markers on the HAT complex (Fig. 42c). The magnitude of the heel impact
force was estimated with o10 percent error, whereas the time occurrence of the peak was estimated with o5 percent
error. Bobbert and colleagues emphasized that the fluctuations which caused the errors were not noise, but represented
real acceleration of the markers. This is because the human body is not assembled of rigid segments, hence marker
accelerations could not reflect accelerations of the segmental centre of mass, as explained in Section 6.4. Moreover, markers
Fig. 40. Vertical reaction forces estimated from kinematic data (after Thornton-Trump and Daiher [31]).
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were placed on neither the soft tissue mass nor the bony structure, but on the skin which may have large oscillations
during impacts, especially in the case of overweight test subjects.
8.3. Reconstruction of walking forces

Following biomechanical studies of his predecessors [31,270,271], in his doctoral thesis Kerr [44] demonstrated the
Newtonian approach to predict vertical GRFs of level walking and both ascending and descending stairs. The study included
equipment for direct force measurement comprising a force plate set up to 1000 Hz and CODA system [19] for visual motion
tracking operating at 200 Hz. To estimate the BSIP, he used a 12-segment anthropometric model by Clauser et al. [236]. Kerr
confirmed that if the same low-pass filter were applied to all marker displacements, there would be a trade-off between the
benefits of smoothing out the noise due to the skin artefact and losing the initial peak. Moreover, the same combination of
cut off frequencies for various body parts proposed by Bobbert et al. [271] in the study of running forces led to the best
estimation of level walking GRF. Predicting trace and the peak force value almost completely fell within 710 percent error
bands on the actual GRF records measured by a force plate (Fig. 43). Conversely, poor correlation was found for stair
walking.

One way to improve the accuracy of inverse dynamics method is to apply various optimization criteria, such as minimal
energy expenditure already mentioned in Sections 3.5.2 and 4.1.2. Much research has also been done in domain of
cybernetics and artificial intelligence to provide an analogy between human gait and locomotion of bipedal robots. A prime
example of implementation of such research in medical biomechanics is a method developed by Chou et al. [119] based on
combination of robotics and ‘multi-state optimization algorithm’ to generate the energy efficient motion of the swing limb
for a patient with abnormalities in the gait cycle. The method was validated on six healthy subjects and the predicted GRF
was not significantly different from those directly measured (Fig. 44). It seems that similar approach might be a powerful
tool for development of future load models in civil structural engineering.

Practically all studies described here, disregarding the activity investigated, were dealing with recovering only vertical
GRF on rigid surfaces induced by a single test subject. This creates a considerable potential for future research of three-
component forces generated by single and multiple pedestrians on more or less perceptibly moving structures.
9. Summary and conclusions

This paper has reviewed 250 references dealing with different experimental and analytical characterizations of human
walking forces and their application in vibration serviceability design of civil engineering structures when subjected to
pedestrian movement such as footbridges, floors and staircases. The state-of-the-art was found to be fragmented and
under-researched, so the main aim of this review was to provide consistent background information and to indicate major
gaps in the subject signifying directions for future research.
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Contrary to common belief, it was found that human walking forces are not periodic but, as recently demonstrated [16],
are narrow-band random phenomena. Therefore, they require experimental and analytical treatment similar to other
random forces dynamically exciting civil engineering structures, such as wind, waves or earthquakes. Such comprehensive
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statistical and probabilistic treatment of moving human-induced excitation currently does not exist. Therefore, gathering a
large number of time-varying records of walking forces, establishing a viable database of them and using it directly for
various forms of probability-based dynamic calculations of real-life structures presents a timely opportunity to advance the
whole field of vibration serviceability assessment of relevant structures.

It is now widely accepted that visual contact between people improves the degree of synchronization of individuals
[76,169]. This is also the case if people are synchronized by prompting provided by metronome or music [169], or by
perceptible movements of the structure they occupy [163,171,172]. Moreover, synchronization between people themselves
becomes more likely in a dense crowd, since constrains in free body movement and possibility to see each other would
subconsciously improve correlation of their pacing rates [168]. Unfortunately, there is no known mechanism that accounts
for pedestrian synchronization in crowds.

In the case of light and slender civil engineering structures, pedestrian synchronization can further trigger
perceptible structural vibrations and thereupon affect significantly pedestrian dynamic loading [163]. However, the
dependency of the nature and magnitude of induced forces on the size of the active crowd and perceptible motion of
the structure is currently not clear. Research achievements reported so far in this field have been found very fragmented
and incoherent.

In experimental civil engineering dynamics, the present state-of-the-art facilities include equipment for direct
measurement of the contact forces between pedestrians and a rigid laboratory floor comprising a force plate and an
instrumented treadmill. Unfortunately, the artificial laboratory environment and constraints imposed by the direct
measurement system (e.g. treadmill handrails or targeting footsteps on a force plate) can exert a strong influence on ability
of humans to walk naturally and therefore may alter walking forces [26]. However, when dealing with issues like vibration
serviceability of real full-scaled structures, there is a need to estimate walking loads applied directly by occupants under a
wider range of conditions in their natural environments, such as office or a footbridge. Available data on pedestrian GRFs is
conspicuously deficient in quantity, fullness, and extent, particularly for moving surfaces. Also, there is no convincing study
on alteration in both vertical and lateral GRFs with structure motion.

The origin of dynamic human excitation is in motion of the body present on the structure. Recent development
of the motion capture technology has resulted in several biomechanical studies designed to estimate contributions
of various body segments to ground reaction forces [31,270,271]. Inverse procedures have been developed to measure
indirectly human-induced forces from the motion of the body and information about distribution of body mass.
When compared with the present international state-of-the-art, there are two key novel advances in this experimental
approach:
(1)
 utilization of ‘free field’ measurement of three-component continuous walking forces without artificial restrictions
imposed on human movement, and
(2)
 establishing a database of time-varying traces of walking forces to simulate dynamic response of real-life structures
thereby assessing serviceability convincingly at the design stage. This can be done in a manner similar to using
numerous existing earthquake and wind records to predict dynamic response of structures for which such dynamic
excitations are relevant.
It will thus be possible to study areas of significant interest and uncertainty, specifically human–structure dynamic
interaction and pedestrian coordination when walking on more or less perceptibly moving structures. Moreover, the so
established database could be used to develop and calibrate a new generation of probability based pedestrian load models
for groups whose development for individuals has already began [16,80].
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